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Bank CRM Optimization Using Predictive Classification 
Based on the Support Vector Machine Method
Vladimir Djurisic, Ljiljana Kascelan, Suncica Rogic, and Boban Melovic

Faculty of Economics, University of Montenegro, Podgorica, Montenegro

ABSTRACT
This paper proposes a predictive approach to segmenting credit 
card users, based on their value to the bank. The approach 
combines the Recency, Frequency and Monetary (RFM) method, 
clustering using the k-means method, and predictive classifica
tion by the Support Vector Machine (SVM) method. Clustering 
by non-encoded RFM attributes overcomes the subjectivity in 
selecting the number of segments and losing information (small 
differences in the values of these attributes) which are problems 
of classic RFM segmentation. In order to overcome the problem 
of class imbalance in predictive classification (which occurs due 
to the small number of valuable customers), the Support Vector 
Machine (SVM) method was applied as a pre-processor of data 
due to its extraordinary generalization capabilities. The end 
result of predictive classification should be a set of rules that 
describes the identified customer segments in order to tailor the 
offer to each segment individually. The extraction of rules from 
the SVM output was achieved using the Decision Tree (DT) 
classification method. Using a proposed approach that 
addresses the issue of the small class, marketing managers can 
more effectively target the most valuable customers, thereby 
increasing revenue, but also reducing unnecessary costs due to 
wrongly targeted valuable clients.

Introduction

In the modern Customer Relationship Management (CRM) concept, systema
tic analyzes of large amounts of data become a key criterion in the process of 
identifying and communicating with consumers (Khan 2018).

The primary stage in the development of the CRM concept is market 
segmentation (Kumar, Chaitanya, and Madhavan 2012). Customer segmenta
tion is important for the banking sector and numerous studies have been done 
in this direction (Khajvand and Tarokh 2011; Ansari and Riasi 2016; Khobzi, 
Akhondzadeh-Noughabi and Minaei-Bidgoli, 2014).

The goal of CRM is to maximize Customer Value (CV) for the organization. 
Measuring CV is the starting point for making marketing decisions and 
organizing marketing activities. The earlier segmentation approach was 
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based on demographic and sociological characteristics, while the modern 
segmentation process is based on Customer Lifetime Value (CLV), which 
represents the total net revenue from the customer, including future revenue 
as well (Mohammadi et al. 2014). However, research has shown that one 
cannot always predict consumer behavior on the basis of the monetary 
component alone.

The most commonly used method for customer segmentation is Recency, 
Frequency and Monetary – RFM (Hughes 1994). This method divides custo
mers into uniform segments according to attributes regarding their purchas
ing behavior, based on the data recorded in the database. The RFM attributes 
are defined as follows: R – date of the last transaction, F – the total number of 
transactions in the considered period and M – the monetary amount spent in 
the considered period. The attributes are encoded by a standard scheme so 
that, according to the Pareto principle, the 20% of the most favorable values 
(Sanderson et al. 2010) receive a score of 5, the subsequent 20% receive a score 
of 4, and so on. In this way, customers are divided into 125 segments. The 
number of segments targeting the most valuable customers depends on the 
manager’s subjective judgment. In this respect, the RFM model is a simple tool 
for analyzing consumer behavior and grouping consumers more precisely.

However, the RFM method has some drawbacks as well. Yang (2004) states 
that despite its simplicity, RFM can be ineffective due to segment overlap 
syndrome. In addition, the RFM method creates a uniform division into 
segments, there is subjectivity when choosing the number of segments, and 
also there is a loss of information in encoding RFM attributes, because the 
small differences in their values are lost (Rogic and Kascelan 2019).

More recently, a number of studies have applied data mining techniques i.e. 
clustering to customer segmentation (Zakrzewska and Murlewski, 2005; 
Cheng and Chen, 2009; Li et al., 2010). However, the disadvantage of this 
research is the subjectivity when choosing the number of clusters.

Predictive segmentation models are increasingly being used in CRM 
research (Cheng & Chen, 2009; Khalili-Damghani, Abdi & Abolmakarem, 
2018). The task of these models is to predict a client’s affiliation to 
a particular segment based on the client’s characteristics. However, since the 
most valuable customer cluster is most often the smallest cluster, there is 
a problem of class imbalance, which leads to bias in predictive classification 
methods, i.e. incorrect classifications of the minor class (Kim, Chae, and Olson 
2013; Miguéis, Camanho, and Borges 2017).

In order to overcome the mentioned problems of subjectivity and class 
imbalance, this paper proposes an approach combining the RFM method with 
reduced attribute coding, objective segmentation using k-means clustering 
and the predictive SVM classification method, which has been confirmed in 
literature to successfully balance classes (Farquad & Bose, 2012). However, the 
SVM classifier does not have the ability to interpret the model, which is its 
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major drawback. Therefore, it is often used in combination with rule extrac
tion (RE) techniques (Barakat and Bradley 2010) and, in this paper, the process 
of extracting rules from the SVM output was performed using the Decision 
Tree (DT) classification method which generates explicit if–then rules 
(Martens et al. 2006).

This approach allows for a significant increase in the accuracy of the 
segmentation model, an effective prediction of customer affiliation with the 
segment of the most valuable customers and the adjustment of the offer based 
on the segments described by explicit rules. Therefore, companies can sig
nificantly increase revenue and reduce unnecessary costs with an appropriate 
offer.

This paper is organized as follows. Following the introductory part, an 
overview of the current research in this field is presented. The third part 
describes the methodology used in this paper. Following the methodology, 
an overview of the results with discussion is given. Finally, the concluding 
considerations and practical implications are presented at the end of the paper.

Literature Review

Despite the fact that the process of market segmentation has been widespread 
in the theory and business dealings of organizations from all sectors, 
a methodology that provides an ideal segmentation process has not yet been 
developed (Dibb and Simkin 2010).

Recently, intense changes in the banking sector have imposed the need for 
continuous identification of consumers and analysis of their behavior. Given 
that CRM helps build long-term and profitable relationships with valuable 
consumers, its optimization is a potential source of competitive advantage. 
CRM is the process of maintaining profitable customer relationships based on 
delivered value and established loyalty (Mohammad, Hasheminejad, and 
Khorrami 2018). They state that the goal of CRM is to maximize consumer 
value (CV) for the organization, based on which consumers are classified and 
ranked. Through identifying customer values based on information on card 
usage in the previous period, banks are creating different marketing strategies 
to retain the most valuable customers.

In order to retain existing customers, organizations have focused on rela
tionships with them, as well as monitoring their behavior in the past, and 
based the market segmentation on the use of data mining techniques (Tavakoli 
2018). According to them, the RFM (Recency, Frequency, and Monetary) 
model is the most widespread customer grouping tool in various forms, but 
in order for consumer segmentation to be effective, it has to be manually 
adjusted on a case-by-case basis. Tavakoli (2018) have suggested customer 
segmentation using a modified RFM model – R + FM. Specifically, they 
separated R from the other two attributes, since F and M describe consumer 
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behavior, which was the basis of their segment definition. In this regard, the 
authors performed only customer segmentation, without the possibility of 
predicting which segment a new customer would be assigned to, based on 
the client’s characteristics.

One of the most important challenges in banks is knowing their clients, 
understanding the differences between them and ranking them (Khajvand 
and Tarokh 2011). These authors have concluded, on the basis of research in 
the banking sector of Iran, that needs-based segmentation has been replaced 
by segmentation based on consumer behavior, as it is measurable and the 
valuation of each segment significantly facilitates marketing decision 
making.

Today, organizations are looking for diverse strategies to adequately orga
nize their customer data and build consumer loyalty on this basis (Sheikh, 
Ghanbarpour, and Gholamiangonabadi 2019). This research emphasizes the 
importance and ability to identify specific customer segments within general 
segments and to define different marketing strategies based on their behavioral 
patterns. Similar results are found in the research of Ansari and Riasi (2016), 
which emphasized the importance of customer clustering in the banking 
sector such that the use of clustering allows banks to identify their most 
profitable clients and design marketing strategies for each customer group, 
based on their attributes.

Analysis of customer behavior in the banking sector is quite complex 
because the databases are multidimensional and consist of monthly and 
daily transaction records of a large number of clients (Hsieh 2004). In this 
study, Hsieh (2004) recommends integrating data mining models with 
a behavioral scoring model, aiming to understand existing credit card users. 
The results show that the bank’s profit is the result of establishing good 
relationships with consumers whose loyalty and income are increasing. 
Hsieh (2004) used SOM neural networks for clustering, and associative rules 
for cluster descriptions. However, while SOM is a predictive method and can 
be used to predict cluster membership based on consumer characteristics, this 
method does not provide explicit segmentation rules. To describe the clusters, 
associative rules are used; however, its semantics can be complex to interpret 
due to the already mentioned redundancy and overlapping rules.

Cheng and Chen (2009) use an RFM model and k-means algorithm to 
cluster customers by value, and then implement a rough set LEM2 algorithm 
to extract classification rules in order to implement the conclusions in CRM. 
However, although this paper involves predictive classification, the problem of 
the minor class is still present. To increase predictive accuracy, they used RFM 
attributes as predictors, which can absorb the impact of consumer character
istics, so the RFM attributes do not appear in the classification rules that 
describe the segments. In addition, RFM attributes were coded first, leading 
to some loss of information.
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Rogic and Kascelan (2019) have proposed a hybrid SVM-RE method to 
improve the segmentation method for customer selection in direct marketing. 
This method increases the targeting efficiency of existing customers and the 
prediction of new ones that are most likely to respond to a direct campaign. 
The authors confirmed that this method successfully solves the problem of the 
minor class in respondent prediction. Unlike Cheng and Chen (2009), they did 
not use RFM attributes as predictors, but used product data and sales data 
(discounts), which may also cause the rules describing segments not to contain 
customer characteristics.

Our research starts from the RFM model and proposes combining DM 
techniques: k-means clustering, predictive SVM classification and DT for rule 
extraction. Combining these techniques overcomes the prominent shortcom
ings of the aforementioned research in many ways. Firstly, only the R attribute 
is encoded during clustering, while the F and M attributes are retained in their 
original form. Due to automatic clustering, subjectivity is excluded and, 
because of non-coding of attributes, it enables more accurate segmentation 
without loss of information. Then, segment prediction for the new user is 
enabled solely on the basis of its characteristics and the problem of the minor 
class (most valuable clients) is solved by applying SVM methods as a class- 
balancing pre-processor. In addition, the problem of the non-interpretability 
of the SVM model is solved by generating a comprehensive set of classification 
rules in terms of customer characteristics using DT methods. This allows for 
easy targeting of the existing segments and more efficient prediction of new, 
most valuable customers for the bank.

The SVM method has been previously used in the literature as a pre- 
processor of data to solve problems of unbalanced classes (Martens et al. 
2006; Farquad & Bose, 2012; Kascelan et al., 2014; Rogic and Kascelan 2019) 
but it was applied for the first time in this research to segmentation and more 
efficient predictions of the most valuable bank customers.

Methodology

This paper proposes a model for the predictive classification (segmentation) of 
clients in the banking sector.

The original dataset used for this purpose was obtained from the First Bank 
of Montenegro and relates to transactions performed using the bank’s credit 
cards for the period from October to December 2018. This dataset includes 12 
016 credit card users, with the dataset formatted at the customer level without 
revealing user identities. The obtained database contains data on bank custo
mers, gender, place of residence (region), age, average monthly income, as well 
as data on transactions, such as the date and value of transactions, on the basis 
of which calculations of RFM attributes were made for research purposes. The 
data distribution is given in Table 1.
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The RFM attributes (Hughes 1994) are defined as follows: R – date of last 
transaction, F – total number of transactions in the considered period and M – 
monetary amount spent in the considered period. The attribute R is coded so 
that a score of 5 is assigned to the 20% of the most recent dates, the next 20% of 
the less recent dates get a score of 4, and so on to a score of 1. This is done with 
the purpose of implementing k-means clustering, which operates solely with 
numerical attributes. The attributes F and M are retained in their original 
form, i.e. they are not coded. The RFM attributes were normalized to a 0–1 
rank transformation before clustering. By means of these transformed attri
butes, using k-means clustering, customers are separated into clusters. It can 
be seen from the literature review that this data mining technique is gaining 
more and more application in marketing research.

Generally, clustering is the process of grouping similar objects into groups. 
This method is effective and often used in this area, especially for target-group 
definition (Wu & Lin, 2005), since it can identify consumers with similar 
purchasing behaviors and facilitate the process of market segmentation.

K-means (MacQueen 1967) clustering is a technique that, for a chosen value 
of k, identifies k object clusters, which are based on objects near the center of 
k groups, with the center defined as the average of the n-dimensional attribute 
vectors of each cluster (Ledolter 2013). Thus, k-means is an unsupervised 
technique for classifying clients into a certain number of clusters, with the 
clients within the cluster being similar and the clusters different. To define the 
optimal number of clusters, the Davies–Bouldin index is used (Davies and 
Bouldin 1979), whereby we look for the lowest absolute value of this index.

The degree of customer loyalty (i.e. belonging to the relevant cluster) is then 
predicted using a predictive classification method. In this regard, the predic
tive DT technique is used first.

The Decision Tree method uses a tree structure to define predictive 
classification rules (EMC Education Services, 2015), with the goal of pre
dicting output based on specific inputs, i.e. the value of the dependent 

Table 1. Variable distribution.
Role Name Type Statistics Range

label Cluster polynominal mode = cluster_0 (7239), 
least = cluster_1 (31)

cluster_2 (4746), cluster_0 (7239), 
cluster_1 (31)

regular client_id integer avg = 9188.843 ± 5319.809 [3.000; 18400.000]
regular client_gender binominal mode = 2.0 (5991), 

least = 1.0 (5961)
1.0 (5961), 2.0 (5991)

regular client_age integer avg = 42.874 ± 14.374 [1.000; 99.000]
regular avg_monthly_income numerical avg = 603.259 ± 4913.199 [0.000; 526616.020]
regular client_place polynominal mode = Central region 

(6282), 
least = International 
(474)

Central region (6282), International 
(474), Southern region (3262), 
Northern region (1998)

regular R integer avg = 2.513 ± 1.461 [1.000; 5.000]
regular F integer avg = 24.639 ± 31.686 [1.000; 475.000]
regular M numeric avg = 552.812 ± 1406.128 [0.010; 51370.000]
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variable. The DT classification method divides the initial dataset up by 
attribute values so that subsets contain as many examples of one class as 
possible. A measure of division quality can be either the accuracy of the 
whole tree, information gain (Quinlan 1986), gain index (Quinlan 1992), or 
Gini index (Breiman 1984). During the inductive division, a tree-shaped 
model is formed, with paths from roots to leaves defining if–then classifica
tion rules in terms of predictive attributes. The following parameters are 
used to train the DT model: minimum split, tree depth, minimum gain, and 
leaf size. A tree of greater accuracy and complexity is obtained by a greater 
tree depth, smaller leaf size, lower minimum gain, and smaller minimum size 
for split.

In order to increase the accuracy and precision of the predictive perfor
mance of the model, the analysis is continued using the Support Vector 
Machine method (Vapnik 2010).

This classifier maps data from the original space, which is linearly insepar
able, into a feature space of higher dimension, where classes can be separated 
by means of a hyperplane. Therefore, the aim of this method is to find 
a hyperplane that maximizes the margin – the empty space between classes 
(separating them) – that is, which minimizes the distance to the nearest 
representatives of the class-support vectors. Finding such a hyperplane in 
the feature space comes down to the optimization problem of square pro
gramming in the original space. The kernel function is used to calculate the 
scalar product of the vector from the feature space in the original space (kernel 
trick).

Of the many kernel functions, the most efficient and the most commonly 
used is the RBF – Radial Basis Function (Sanderson, 2010), which is defined by 
the formula (1), and has also been used in this research. 

K xi; xjð Þ ¼ exp � γ xi � xjj jj j2ð Þ (1) 

The SVM classifier is optimized by finding the optimal gamma parameter 
combination for the RBF kernel function, as well as a C parameter that defines 
the margin width. A higher value of the parameter C allows higher classifica
tion accuracy in the training set, while a lower value of this parameter con
tributes to the generality of the SVM model, i.e. better classification accuracy 
on an unknown dataset.

The SVM classifier has certain advantages over other methods. Namely, it 
solves problems of linearly non-separable classes (mapping data into higher- 
dimension space) and unbalanced classes (eliminates class overlap noise in the 
data, by assigning to a smaller class a number of examples of a larger class that 
are closest to them; this is realized by moving the margin to a larger class, i.e. 
by adjusting the parameter C appropriately (Farquad & Bose, 2012). For this 
reason, SVM can be used as a pre-processor that refines data for other 
classifiers.
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Given that SVM generates a non-interpretable model, the final step in the 
analysis is the extraction of rules from its output. Barakat and Bradley (2010) 
state that SVM-RE (Rule Extraction) techniques can be grouped into two 
categories: techniques that are based on the components of the SVM model, 
and those that do not use the SVM structure, but derive rules from its output. 
In our paper the DT method was proposed for the extraction of rules from the 
SVM output. Thus, on the one hand SVM is a pre-processor of data (balances 
classes) for DT, and improves its classification performance, and on the other 
hand DT interprets the results of the SVM classification.

Rule generation is of particular importance for marketing activities, since it 
allows precise targeting of consumer segments. Hence, it is possible to place 
differentiated offers to clearly defined segments, according to their specific 
characteristics and needs.

Summarizing the steps outlined above, the procedure for predicting the 
classification of bank customers based on their credit card use is as follows: the 
data is first prepared for analysis by calculating the RFM attributes as 
described above, and normalization, i.e. 0–1 rank transformation, is carried 
out. Client segmentation is then performed using k-means clustering, based on 
normalized RFM attributes. The number of clusters is defined based on the DB 
index. The resulting client clusters (segments) are described in terms of RFM 
attributes and are assigned the appropriate CV level. For the purpose of 
predictive client classification, a DT model is generated first. This involves 
choosing the optimal combination of parameters (the criterion for split eva
luation, the minimum size for split, the minimum leaf size, the minimum gain, 
and the maximum depth) using the Grid-Search technique and k-fold cross- 
validation. The next step is to generate an SVM model for predicting a CV 
level based on credit card users, finding the optimal combination of C and 
gamma parameters through the Grid-Search technique. Then, the CV level 
obtained from the SVM prediction is generated, which is included in the data 
set as a class label. The next step involves generating a DT model, to predict the 
CV level based on credit card customer information and the SVM class label, 
finding the optimal combination of parameters (the minimum size for split, 
the minimum leaf size, the minimum gain, and the maximum depth). The 
accuracy achieved in this step is compared with the prediction accuracy of the 
first generated DT model. Finally, the last step is to generate rules from the DT 
model described in the previous step. Whether the result of the DT model can 
be considered a consistent interpretation of the SVM depends on the fidelity 
parameter, which is the percentage of examples for which the class label 
provided by DT matches the SVM class label.

Accuracy rates, class precision, and class recall (Silberschaz, Korth, and 
Sudarshan 2011), which were obtained through the k-fold cross-validation 
process, were used to assess the accuracy of predictive classification. The 
accuracy rate refers to the percentage of accurately predicted examples out 
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of the total number of examples. Class precision represents the percentage of 
accurately predicted examples within the predicted class, while class recall 
describes the percentage of accurately classified examples within the current 
class.

The aforementioned analysis was conducted using Rapid Miner.
Taking into account the perceived shortcomings of previous research and 

the advantages of the methodology proposed above, this research aims to 
confirm the following hypotheses: 

H1: SVM combined with DT increases the overall accuracy of predictive 
classification, thereby increasing the segmentation efficiency of existing and 
new customers in terms of their value to the bank.

H2: SVM as a data pre-processor for DT increases class recall and class 
precision for the smaller class, thereby increasing the efficiency of targeting 
existing and new, most valuable customers for the bank and reducing market
ing losses due to the lack of recognition of a significant number of such users.

H3: DT, as a rule extractor, consistently interprets the SVM classification (with 
high fidelity) allowing profiling of the most valuable, medium value, and less 
valuable users for the bank by their characteristics.

Results and Discussion

As noted in the previous section, the data was initially prepared for analysis by 
calculating the RFM attributes and normalization (0–1 rank transformation).

Then, k-means clustering was performed, the results of which are given in 
Table 2. Given that, for the three clusters, the absolute values of the DB index 
are the lowest, we will continue our analysis by describing these three clusters 
(Table 3).

From Table 3, we can observe that the clients from cluster 0 are of low 
recency, low frequency and low profitability (CV = low). Cluster 1 covers the 

Table 2. K-means clustering – selection of number of clusters.
K 2 3 4 5 6 7 8 9 10

DB −0.9 −0.751 −0.757 −0.881 −0.892 −0.892 −0.867 −0.887 −0.94

Table 3. Centroid Cluster model for RFM customer segmentation.
R F M Items

Cluster 0 −0.69554 −0.4433736 −0.21668 7239
Cluster 1 0.112832 2.16969213 14.58756 31
Cluster 2 1.060167 0.66209878 0.235214 4746
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most profitable and high-frequency clients (CV = high), while cluster 2 covers 
the most recent, medium-frequency and medium-profit clients 
(CV = medium). As can be seen from Table 3, cluster 1 contains significantly 
fewer items than the other two clusters, indicating a class imbalance problem, 
i.e. minor-class problem.

In order to predict the CV level, the next step is to optimize the parameters 
for the DT model through the Grid-Search technique and 10-fold cross 
validation. Then, a DT model was generated with optimal parameters. In the 
next step, the SVM is optimized using the Grid-Search technique and 10-fold 
cross validation and the optimal parameters are generated. Then the results of 
the SVM model obtained, i.e. the predicted CV level values, are included in the 
original dataset as a class label. After the introduction of this class label, a DT 
(pre-procesed DT) was generated on the SVM output. Table 4 shows the 
results of the predictive classification procedure.

From Table 4, we can observe that the accuracy of the DT model was 
improved after conducting the SVM pre-processing, from 63.37% to 74.69%. 
In this regard, clients from different segments can be more accurately identi
fied and predicted, which positively affects the efficiency of marketing 

Table 4. Results of testing the predictive classification procedure.
Model (optimal parameters) Accuracy Class recall Class precision

DT (Gini index, min_size_for_split = 4, min_leaf_size = 2, 
max_depth = 15, min_gain = 0.1)

63.37% 47.75%, 
73.82%, 
16.13%

54.41%, 
68.22%, 
27.78%

SVM (gamma = 100 000, C = 50) 89.15% 82.43%, 
93.69%, 
58.06%

89.58%, 
88.92%, 
81.82%

Pre-processed DT (Gini index, min_size_for_split = 4, 
min_leaf_size = 2, max_depth = 15, min_gain = 0.1)

74.69% 64.23%, 
80.71%, 
63.64%

65.55%, 
79.72%, 
93.33%

Since the SVM pre-processes the initial dataset, it shows the predictive performance indicators obtained for the entire 
dataset (which also contains the examples with which the model was trained), while for the DT models it shows the 
average indicators obtained over 10 unknown datasets (i.e. the 10-fold cross-validation result). Table 5 shows the 
primary predictive rules which were derived from the pre-processed DT.

Table 5. Primary predictive rules derived from pre-processed DT.
Rule 
number Rule CV level

Rule 
Accuracy

Rule 
Coverage

6 avg_monthly_income > 7546.060 and client_place = Central 
region and client_gender = female and client_age ≤ 61.500

cluster_1 
(0/1/3)

75.00% 0.03%

7 412.120 ≤ avg_monthly_income ≤ 7 546.060 and 
client_place = Central region and client_gender = female and 
client_age ≤ 61.500

cluster_2 
(893/518/ 
2)

63.20% 11.76%

8 412.120 ≤ avg_monthly_income > 240.730 and 
client_place = Central region

cluster_0 
(445/745/ 
4)

62.40% 9.94%

31 avg_monthly_income > 13 733.335 and client_place = Southern 
region and client_gender = male

cluster_1 
(0/0/3)

100.00% 0.02%

44 0.645 ≤ avg_monthly_income ≤ 237.240 and client_place = Central 
region and client_age ≤ 53.500

cluster_0 
(290/763/ 
0)

72.46% 8.76%
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activities and the success of individual strategies. Based on the presented 
results, we conclude that hypothesis H1 is confirmed.

Regarding the most valuable cluster (cluster 1), which is the smallest cluster, 
the DT method accurately classified 16.3% of the current clients (class recall), 
while the pre-processed DT increased the class recall to 63.64%, which repre
sents a significant improvement. Thus, after SVM, DT improved the targeting 
by 48% (64%–16%) for the most frequent and most profitable existing custo
mers, compared to DT before the SVM. Also, DT, after SVM, targeted 16% 
more (64%–48%) of the most recent current customers (cluster 2) than DT 
before SVM. More accurate targeting of the most valuable existing customers 
at a significantly higher percentage allows managers to establish communica
tion with the primary segment and avoid an unnecessary waste of marketing 
resources for mis-targeted clients, thereby increasing the efficiency and effec
tiveness of marketing activities. Respecting Pareto’s rule that 20% of customers 
account for 80% of total profits (Sanders 1987) leads us to conclude that it is of 
particular importance to accurately identify the most valuable customer 
segment.

For the most valuable customer cluster, class precision increased from 
27.78% for DT, to 93.33% for DT after SVM. The prediction accuracy achieved 
with the DT model alone (without SVM class balancing) leaves more room for 
error in the selection of new clients, by incorrectly predicting as many as 70% 
of them. In this regard, the likelihood of the marketing activities undertaken 
being successful is significantly lower. High accuracy of predicting the most 
valuable clients is one of the basic preconditions for the success of the modern 
marketing concept. Namely, mistakes in this process carry a big risk for 
a company, because they lead to potentially high costs, as these are caused 
by an unnecessary waste of marketing efforts. The SVM method, applied in 
this way, allows for high forecasting accuracy (with fewer than 7% of the most 
valuable clients wrongly predicted), which significantly reduces the costs of 
marketing activities aimed at attracting new clients, as well as reducing the 
likelihood of error in this process.

Taking this result into account, it has been shown that the SVM method 
effectively solves the problem of class imbalance and increases the accuracy of 
classification and prediction for a minor class. Hence, significant losses in 
marketing are prevented, which confirms hypothesis H2.

As noted earlier, SVM does not provide the ability to interpret the model, 
therefore we used it in combination with DT to perform rule extraction. The 
rules thus obtained consistently interpret the SVM predictive classification, 
since their fidelity is about 75%. Some of the 74 rules are given in Table 4, 
which are significantly accurate and cover a large number of examples.

Based on the rules derived, it can be observed that, for example, those clients 
who are CV level = high (cluster 1) are those with an average monthly income 
of more than EUR 7 546.06 and who live in the central or southern region, 
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with gender playing no important classification role (rule 6). Cluster 2, com
prised of CV level = medium clients (rule 7), for example, is represented by 
customers with an average monthly income of between EUR 412.12 and €7 
546.06, under the age of 61 and with residency in the central region. This rule 
covers as many as 11.76% of the total number of clients and its accuracy is 
63.20%. Finally, the largest client cluster – CV level = low, is represented by the 
largest number of rules. For example, rule 8 describes these clients as those 
with an average monthly income of less than €412.12 and from the central 
region, while rule 44 describes these clusters based on age as well, and with 
72.46% accuracy it defines this segment of clients as being younger than 
53 years.

A differentiation strategy in the banking sector based on the derived rules is 
a source of competitive advantage. Objective profiling of different categories of 
clients makes it easier to create different offers for different segments, placing 
offers with high precision to the relevant segments through marketing activ
ities. Given the complexity of supply in the banking sector today, the problem 
of creating different offers poses a challenge. However, by understanding the 
characteristics of clients and the segments they belong to, as well as their value 
to the bank, they provide the conditions for successful implementation of the 
differentiation strategy. Based on the above, we conclude that hypothesis H3 is 
confirmed.

Conclusion

This paper proposes a model for efficient predictive segmentation of clients 
(credit card users) based on their value to the bank. Most standard methods 
for predictive classification (logistic regression, DT, neural networks, etc.) lead 
to the misclassification of the minor class, which becomes an issue, since the 
segment of the most valuable clients is the smallest. Thanks to SVM’s ability to 
declare a number of large class instances most similar to those of the minor 
class as actual minor class examples, this method can serve as a data pre- 
processor that balances classes and increases the predictive performance of the 
standard classifiers mentioned above. Using this feature of SVM, a predictive 
classification model has been proposed that combines SVM pre-processing 
(which solves the minor class problem) with the DT method, by which explicit 
classification rules are extracted. The proposed model was tested on empirical 
customer data and card transactions taken from a Montenegrin bank. The 
results confirmed the effectiveness of the proposed model because the 
obtained predictive performance showed that the problem of minor class 
misclassification was overcome and the accuracy of prediction was generally 
increased.

Based on such a model, clients from different clusters can be targeted by 
different promotional strategies, while avoiding subjective profitability 
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estimates for particular segments. In other words, a bank can more accurately 
target customer groups in terms of their value to the bank, which positively 
affects the effectiveness of marketing activities and the success of individual 
strategies.

Due to the fact that the proposed model successfully overcomes the problem 
of the minor class, significant losses in marketing are prevented due to mis
classification and prediction of the most valuable clients. Successful imple
mentation of CRM entails a significant reduction in the unnecessary costs that 
can occur if a model wrongly declares a client as “valuable” that actually is not 
or, vice versa, if we neglect a very valuable client because the model declared it 
as “not valuable” to the bank. On the other hand, accurate classification and 
prediction of the most valuable clients result in higher revenues. In addition, 
by creating interaction between the bank and the most valuable customers, 
their loyalty is strengthened, their rate of loss is reduced, and CRM is sig
nificantly improved.

Creating an objective profile of different categories of clients makes it easy 
to create different offers by differentiated segments, with a high precision of 
placing offers to the appropriate segments while implementing marketing 
activities. By understanding the characteristics of clients and the segments to 
which they belong, as well as their value to the bank, the results provide the 
conditions for successful implementation of the differentiation strategy.

For future research, the question remains as to whether the effectiveness of 
this model can be validated in sectors other than banking, as well as by using 
different predictors.
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