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ABSTRACT 
 

In the present study, we have utilized the tool of modification technique for the precision and 
improvement of estimators to estimate the finite population variance, when the survey under 
investigation does not account for some of the important conditional distribution properties in its 
nature. The comparison and efficiency conditions of existing estimators with proposed estimators 
have been made through empirical study to seek the efficiency of modified and suggested 
estimators over existing estimators. Expressions for bias and mean square error have been derived 
up to the first order of approximation. The efficiency of modified and developed estimators is clearly 
based on the lesser mean square error of proposed estimators. 
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1. INTRODUCTION  
 

The methodology of developing the efficient 
estimators has been widely discussed by the 
researchers in order to contribute their modern 
and creative approach to the theory of survey 
estimation. Some of them who are most popular 
in the area of survey estimation are: - Isaki [1], 
who developed the ratio and regression 
estimator under the utilization of known auxiliary 
information. Upadhyaya and Singh [2], where 
the authors have developed the estimators by 
using the coefficient of kurtosis as an auxiliary 
variable for its improvement. Kadilar and Cingi 
[3], proposed improved ratio estimators through 
utilization of auxiliary information as the 
coefficient of skewness. Subramani, J and 
Kumarapandiyan.G [4], developed the 
estimators through the technique of using 
quartiles as auxiliary variables to enhance the 
efficiency of estimators. On the same 
guidelines, several authors have developed 
different estimators by using this auxiliary 
information in different forms to obtain the 
efficient and precise estimators for the 
estimation of finite population variance in a 
sample survey. Some researchers utilize their 
efforts to contribute their creative ideas to the 
variance estimation and have used different 
population parameters as auxiliary variables to 
improve the precision and efficiency of variance 
estimators. Similarly, Bhat et al. have used 
linear combination of skewness and quartiles as 
auxiliary information to obtain the precision of 
estimators [5-11]. 
 
Let the finite population under survey be

 NUUUU ,...,, 21 , consists of N distinct and 

identifiable units. Let Y be a real variable with 
value Yi measured on NiUi ........3,2,1,  , 

giving a vector  NyyyY ,...,, 21 . The goal is 
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basis of the random sample selected from a 
population U. In this paper, our aim is to provide 
the robust measures for the estimation of finite 
population variance when the population under 
investigation is non-normal or badly skewed as 
non-conventional parameters are robust 
measures against skewed populations. 
 

2. MATERIALS AND METHODS 
 
2.1 Notations 
 

N  Population size, n Sample size, 

n

1


Y= study variable, X= Auxiliary variable, YX ,
= Population means, yx , Sample means, 

22 , xY SS  population variances, 22 , xy ss = 

sample variances, yx CC , Coefficient of 

variation,  Correlation coefficient, )(1 x  

Skewness of the auxiliary variable,  )(2 x  

Kurtosis of the auxiliary variable. )(2 y  

Kurtosis of the study variable, Md= Median of 
the auxiliary variable, B(.)=Bias of the estimator, 
MSE(.)= Mean square error,  2ˆRS

 Ratio type 

variance estimator ,ˆ,ˆ 22
1 jGKc SS  Existing 

modified ratio estimators, TR=Tri-mean, Di 
=Deciles, i=1,2,3…10. 
 

2.2 Existing Estimators from the 
Literature 

 
2.2.1 Ratio type variance estimator 

proposed by Isaki [1] 
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Bias and mean square error are given as 
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2.2.2 Ratio type variance estimator 

proposed by Kadilar and Cingi [3] 
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Expressions for bias and mean square error are 
given as 
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2.3 Recent Developments 
 
2.3.1 Ratio type variance estimator 

proposed by Subramani. J and 
Kumarapandiyan, G [4]  
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where α=1 and Wi= Qi, i=1, 2, 3, Qa, Qd, Qr. 

 
3. MODIFIED AND DEVELOPED 

ESTIMATORS 
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3.1 We Have Derived Here the Bias and 

Mean Square Error of the Proposed 
Estimator  
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The proposed estimator 10,...3,2,1;ˆ 2 iSMSi
is 

given below: 
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Expanding and neglecting the terms more than 
3rd order, we get 
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By taking expectation on both sides of (5), we 
get 
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Squaring both sides of (5) and (6), neglecting 
the terms more than 2nd order and taking 
expectation, we get  
 

 

 

 

 

3.2 Efficiency Conditions  
 
We have derived the efficiency conditions of 
proposed estimators with other existing 
estimators under which proposed estimators are 
performing better than the existing estimators. 
 
The bias and Mean square error of existing ratio 
type estimators up to the first order of 
approximation is given by 
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By solving equation (13), we get 

 
 

 
4. NUMERICAL ILLUSTRATION 
 
We use the data of Murthy (1967) page 228 in 
which fixed capital is denoted by X (auxiliary 
variable) and output of 80 factories are denoted 
by Y (study variable). We apply the proposed 

and existing estimators to this data set and the 
data statistics is given below: 
 

N=80, Sx=8.4542, n=20, Cx=0.7507, 

11.2624, 2.8664, 51.8264,

2.2667, 0.9413, 1.05, 

2.2209, Sy=18.3569, D= 8.0138, D1= 3.6,  D2 = 
4.6,D3= 5.9,  D4 = 6.7,       D5 =7.5,      D6 = 8.5,      
D7 =14.8, D8 = 18.1,  D9 = 25,  D10 =34.8,  TM= 
9.318. 
 

5. DISCUSSION AND CONCLUSION 
 

In this manuscript, modified and developed 
variance estimators clearly reveals that 
proposed estimators are more efficient than the 
other existing estimators, as the bias,                 
mean square error and percent relative 
efficiency of proposed estimators is less than 
the other existing estimators which can be 
easily seen from the Tables 1 and 2 
respectively. 

 
Table 1. Bias and mean square error of the existing and the proposed estimators 

 

Estimators Bias Mean square error 

Isaki [1] 10.8762 3925.1622 

Kadilar&Cingi [3] 10.4399 3850.1552 

Subramani&Kumarapandiyan [4] 6.1235 3180.7740 

Proposed ( MS1) 5.0470 2960.9612 

Proposed (MS2) 4.5460 2947.9201 

Proposed (MS3) 4.3950 2895.5767 

Proposed (MS4) 3.9870 2952.3546 

Proposed (MS5) 3.9330 2901.2567 

Proposed (MS6) 3.6590 2838.8022 

Proposed (MS7) 2.1250 2747.3930 

Proposed (MS8) 1.5360 2712.1913 

Proposed (MS9) 0.4430 2657.1109 

Proposed (MS10) -0.6916 2656.5055 

             
Table 2. Percent relative efficiency of proposed estimators with existing estimators 

 
Estimators Isaki [1] Kadilar & Cingi [3] Subramani & Kumarapandiyan [4]  
P1 132.5637 131.6519 107.4243 
P2 133.1502 132.2343 107.9335 
P3 135.5571 132.2476 109.9061 
P4 132.9502 132.0649 107.7504 
P5 135.2917 134.3611 109.6350 
P6 138.2682 137.3171 112.0470 
P7 142.8686 141.8858 115.7749 
P8 144.7229 143.7274 117.2776 
P9 147.7229 146.7216 119.7087 
P10 147.7565 146.7550 119.7360 
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