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ABSTRACT 
 

The use of principal component analysis in the development of statistical models for crop yield 
forecasting has been demonstrated. Maize crop yield data for a period of 21 years (2001-2021) 
were drawn from the Dacnet website and the weather data were collected from the Meteorological 
Observatory, Department of Agrometeorology, College of Agriculture, G.B. Pant University of 
Agriculture and Technology Pantnagar, Uttarakhand. Maximum temperature, Minimum 
temperature, Relative Humidity A.M, Relative Humidity P.M, Total rainfall, Sunshine hours, Wind 
velocity and Evapotranspiration were the weather parameters considered for the study. Out of the 
21-year data, 17-year data were used for training the model while remaining 4 years data were 
used for testing the model. Weekly data on weather variables was used to create weather indices 
[1]. This work involves developing forecasting models using Principal Component Analysis (PCA) 
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and Multiple Linear Regression (MLR). Applied to extract principal components (PCs) from the 
correlation matrix of predictors. Five models (Model 1 to Model 5) are developed using MLR, with 
varying numbers of PCs as regressors which also include time trend and maize yield as dependent 
variable. The model performance was measured using Adjusted R-squared (adj R2) and Root Mean 
Square Error (RMSE) as goodness of fit criteria. On the basis of adj R2 and RMSE, model 1 which 
includes all the calculated weather indices, was found to be best suited model with high adj R2 
(74.18 %) and least RMSE (276.36). Hence, this model can be used to forecast maize yield for the 
studied region. 
 

 
Keywords: Maize yield; prediction model; principal component analysis; weather parameters. 
 

1. INTRODUCTION 
 
Maize (Zea mays L.) is a highly adaptable and 
resilient crop, capable of thriving in a wide range 
of agro-climatic conditions. Renowned globally 
as the "queen of cereals," maize boasts the 
highest genetic yield potential among all grains. 
Its extensive cultivation spans approximately 190 
million hectares across 165 countries, 
encompassing diverse soil types, temperature 
regimes, biodiversity, and management 
practices. This accounts for a significant 39% of 
global grain production. The United States leads 
the world in maize production, contributing nearly 
30.99% of global output in 2020, and plays a vital 
role in driving the US economy. In contrast, India 
cultivates maize throughout the year, showcasing 
its adaptability to various environments. 
 
Maize is a multifaceted crop that extends its 
utility beyond serving as a primary food source 
for humans and livestock. Its biochemical 
constituents, including starch, lipids, and 
proteins, render it a valuable raw material for 
various industrial applications. Maize-derived 
ingredients are integral to the production of 
numerous products across diverse sectors, such 
as: Polysaccharides (starch) for paper, textiles, 
and adhesive industries, Triglycerides (oil) for 
biofuel, pharmaceutical, and cosmetic 
applications, Proteins for food, feed, and 
pharmaceutical industries, Fermentation 
products (alcoholic beverages, food sweeteners), 
Cellulose derivatives for film, packaging, and 
paper products And Additional specialized 
applications in pharmaceuticals, cosmetics, and 
other industries. 
 
Numerous studies have previously explored the 
development of statistical models utilizing time 
series data on crop yield and meteorological 
variables to predict agricultural yields [2-4, 1, 9, 
5, 6] and others have all used regression models. 
Rai and Chandrahas [7], as well as Agrawal et al. 
[8] sought to create statistical models to forecast 

agricultural yield using discriminant function 
analysis of weather indices and weekly data on 
weather variables. The results obtained from 
applying discriminant function analysis have 
been fairly positive. 
 
In this study, we employed Principal Component 
Analysis (PCA) to analyze weather indices and 
develop statistical models for predicting maize 
yields in the Udham Singh Nagar district of 
Uttarakhand. By applying PCA to weather 
variables, we aimed to identify the most 
significant factors influencing maize yield and 
create reliable forecasting models for this region. 
 

2. MATERIALS AND METHODOLOGY 
 

2.1 Description of the Study Area 
 
The study area for developing Yield Prediction 
models encompasses the Udham Singh Nagar 
district in Uttarakhand state, specifically focusing 
on kharif maize yield data (kg/ha) and 
corresponding weather data. Located in the 
Kumaon Division's Terai region, this district 
spans across 78° 45' E to 80° 08' E longitude 
and 28° 53' N to 29° 23' N latitude. The region 
experiences a sub-tropical to sub-humid climate, 
characterized by three distinct seasons: summer, 
monsoon, and winter. The soil profile is 
predominantly shallow, with a texture ranging 
from sandy to loamy. 

 
2.2 Description of the Data 
 

A 21-year dataset (2001-2021) of maize crop 
yield was obtained from the Dacnet website, 
while weather data for the same period was 
sourced from the Meteorological Observatory, 
Department of Agrometeorology, College of 
Agriculture, G.B. Pant University of Agriculture 
and Technology, Pantnagar, Uttarakhand. The 
study considered eight key weather parameters: 
 

• Maximum temperature 
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• Minimum temperature 

• Morning relative humidity (A.M.) 

• Afternoon relative humidity (P.M.) 

• Total rainfall 

• Sunshine hours 

• Wind velocity 

• Evapotranspiration 
 

These parameters were analyzed to investigate 
their impact on maize crop yield. 

 

2.3 Software Used 
 
Data analysis is conducted utilizing statistical 
software packages, including SPSS and MS-
EXCEL, to examine and interpret the data. 
 

2.4 Development of Weather Indices 
Using Correlation Coefficient as 
Weight 

 
This is based on the method given by Agrawal et 
al., [9] for developing forecast using weather 
indices. In this procedure, the entire 15 weeks 
data have been utilized for constructing weighted 
and un-weighted weather indices of weather 
variables along with their interactions. In all, 72 
indices (36 weighted and 36 unweighted) 
consisting of 8 weighted weather indices and 28 
weighted interaction indices; 8 un-weighted 
indices and 28 un-weighted interaction indices 
have been obtained. These weather indices and 
interaction indices have been computed by using 
the following formula: 
 

Zij= ∑ 𝑟𝑖𝑤
𝑗𝑛

𝑤=1 Xiw   and   Ziiʹ,j= ∑ 𝑟𝑖𝑖ʹ𝑤
𝑗𝑛

𝑤=1 XiwXiʹw 

 
where,  
 

j = 0, 1 (where, ‘0’ represents unweighted 
indices and ‘1’ represents weighted indices) 

 
n = Number of weeks considered in 
developing the indices 
 
riw = Correlation coefficient between de-trend 
crop yield and ith weather variable in wth      
week 

 
rii’w = Correlation coefficient between de-
trend crop yield and the product of i and i’th  
weather variable in wth  week 
 
Xiw and Xi’w are the i and i’th weather variable 
in wth week respectively 
 

2.5 Statistical Procedure  
 
Out of the 21-year data, 17-year data were used 
for training the model while remaining 4 years 
data were used for testing the model. Weekly 
data on weather variables was used to create 
weather indices [1]. In this study five models 
were created with principal component analysis 
as independent variables which also include time 
trend and maize yield as dependent variable. 
 
Principal component method has been used for 
extraction of factors which consists of finding the 
eigen values and eigen vectors. The most 
frequently used convention is to retain the 
components whose eigen values are greater 
than one. The principal component scores can 
be used as new regressors in multiple regression 
analysis for selecting the suitable yield models. 
 
The primary objective of this research is to 
develop statistical models for maize yield 
prediction using Principal Component Analysis 
(PCA), a widely used technique in multivariate 
analysis, as described in standard texts such as 
Johnsonand Wichern [10]. 
 
By extracting Principal Components (PCs) from 
high-dimensional data, researchers can identify 
the most informative features, reduce noise and 
redundancy, improve model performance & 
stability and facilitate model interpretation & 
visualization. 
 
In this work, using PCs for prediction enables the 
models to focus on the most important patterns 
in the data, improve prediction accuracy and 
enhance model generalizability. 

 
Model 1: In this approach, all 72 indices were 
subjected to principal component analysis (PCA), 
and the first twelve principal components, which 
collectively explained 91.36 % of the total 
variance, were selected as regressors for 
developing the forecasting model. The resulting 
model takes the form: 
 

Y= ꞵ0 + ꞵ1PC1 + ꞵ2PC2 + ……. + ꞵ12PC12 + 
ꞵ13 T + e 

 
where Y is un-trended crop yield, 
ꞵi

ʹs(i=0,1,2,….,13)  are the model parameters, 
PC1, PC2, …., PC12  are first twelve principal 
components, T is the trend variable and e is error 
term assumed to follow normal distribution with 
mean 0 and variance σ2. 
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Model 2: In this approach, 16 weather                  
indices (8 weighted and 8 unweighted) derived 
from 8 weather variables were analyzed using 
principal component analysis (PCA). The PCA 
results identified the first six principal 
components as the most significant, explaining 
87.95% of the total variance. These six 
components were then used as regressors to 
develop a forecasting model, which takes the 
form: 
 

 Y= ꞵ0 + ꞵ1PC1 + ꞵ2PC2 + ……. + ꞵ6PC6  + 
ꞵ7T + e 

 
where the notations represent the same 
variables as defined in Model 1. 
 
Model 3: In this approach, 36 unweighted 
weather indices (8 primary indices and 28 
interaction terms) were analyzed. The first 8 
principal components, which explained 
approximately 85.87% of the total variance, were 
selected as regressors for the forecasting model. 
The resulting model takes the form: 
 

Y= ꞵ0 + ꞵ1PC1 + ꞵ2PC2 + ……. + ꞵ8PC8 + ꞵ9T 
+ e 

 

where the notations represent the same 
variables as defined in Model 1. 
 

Model 4: This approach utilizes 36 weighted 
weather indices (8 primary indices and 28 
interaction terms). The first 8 principal 
components, explaining 78.96% of the total 
variance, are chosen as regressors for the 
forecasting model, which is represented by the 
following equation: 
 

Y= ꞵ0 + ꞵ1PC1 + ꞵ2PC2 + ……. + ꞵ8PC8  + ꞵ9T 
+ e 
 

where the notations represent the same 
variables as defined in Model 1. 
 

Model 5: This approach utilizes 28 weighted 
weather interaction indices and 28unweighted 
weather interaction indices. The first 10 principal 
components, explaining 92.76% of the total 
variance, are chosen as regressors for the 
forecasting model, which is represented by the 
following equation: 
 

Y= ꞵ0 + ꞵ1PC1 + ꞵ2PC2 + ……. + ꞵ10PC10 + 
ꞵ11T + e 
 

where the notations represent the same 
variables as defined in Model 1. 

All the aforesaid models have been fitted with the 
data pertaining to the years 2001 to 2017 and 
the data pertaining to the year 2018 to 2021 were 
used for validation of the forecast models. 
 

2.6 Testing the Performance of the Model  
 
Finally the performance of the developed models 
was evaluated on the basis of Coefficient of 
determination (R2), Adjusted Coefficient of 
determination ( Adj.R2), Root Mean Square Error 
(RMSE), Mean Absolute Error (MAE), and Mean 
Absolute Percentage Error (MAPE).  
 
R2 &Adj.R2 towards 1 and RMSE towards 0 
indicate better performance of the developed 
models. Also lesser the MAE and MAPE values, 
better fit the model is. 
 

3. RESULTS AND DISCUSSION 
 

Yield prediction models were developed using 
maize yield data(kg/ha) and weather data of 
maize for a period of 21years. For training the 
model 17 years data, from 2001 to 2017 were 
used and for testing the model 4 years data, from 
2018 to 2021 were used. Training set establishes 
the relationship between predictors and 
dependent variable. Testing data set determine 
the prediction accuracy of developed models. In 
this study five models were created with principal 
component analysis as independent variables 
which also include time trend and maize yield as 
dependent variable. 
 
Forecast models are presented in Table 1 along 
with their values of Adj. R2. In model 1, first, third, 
fifth, seventh, eleventh principal components 
including time trend (T) have shown significant 
effect on maize crop yield. First principal 
component including time trend (T) have shown 
significant effect in model 2. In model 3, second 
and seventh principal components including time 
trend (T) have shown significant effect while 
none of the principal components have shown 
significant effects on maize crop yield in model 4. 
Only seventh principal component has shown 
significant effect in model 5. 
 
The value of Adj. R2 has been found to be 
maximum of about 79.78 percent in model 1 
followed by about 73.30 percent in model 4. 
Using these forecast models the forecast values 
of maize crop yield for the years 2018, 2019, 
2020 and 2021 were obtained and the results are 
presented in Table 2. 
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Table1. Maize yield forecast models 
 

Model Forecast equation R2 

(%) 
Adj. R2 

(%) 

1. Yield = 421.12-130.56*PC1-152.42PC2+97.65*PC3-89.47PC4-
102.94*PC5+14.86PC6+132.56*PC7-
45.32PC8+10.65PC9+205.47*PC10-
104.94*PC11+142.86PC12+63.69*T 

89.31 79.78 

2. Yield = 542.08+12.78**PC1-103.30PC2-83.07PC3-67.11PC4-
167.47PC5+14.73*PC6-47.12**T 

62.56 57.32 

3. Yield = 375.21-10.46PC1-19.88**PC2+57.22PC3-12.39PC4-
32.08PC5+107.11PC6-98.72*PC7-37.08PC8-16.44*T 

73.12 65.39 

4. Yield = 194.47-57.18PC1+82.23PC2-127.41PC3-55.12PC4-
38.46PC5+102.75PC6+100.87PC7-67.19PC8+81.21T 

84.95 73.30 

5. Yield = 263.43+40.24PC1+97.10PC2+195.44PC3-61.24PC4- 
107.98PC5+59.05PC6-55.39.48**PC7+125.67PC8-31.28PC9-
71.51PC10-57.97T 

72.68 65.87 

Note: *Significant at P< 0.05, **Significant at P< 0.01 

 
Table2. Actual and forecasted yield of maize crop 

 

Year Actualyield(kg/ha) Forecasted yield(kg/ha) 

Model 1 Model 2 Model 3 Model 4 Model 5 

2018 1324.50 1438.12 1301.06 1258.02 1523.87 1102.98 
2019 1338.24 1293.80 1256.37 1136.95 1420.00 1304.52 
2020 2174.60 2088.03 2202.21 2312.02 2032.55 2278.03 
2021 2688.20 2703.65 2749.38 2798.63 2576.31 2931.85 

RMSE(Kg/ha) 236.17 576.34 476.01 264.20 398.25 

 
The evaluation metrics in Tables 1 & 2 and Figs. 
1 & 2 indicate that Model 1 outperforms the other 
models, with the lowest RMSE (236.17) and 
highest adjusted R-squared value (79.78%). 
Model 4 also shows promising results, with an 
adjusted R-squared value of 73.30%. In contrast, 
Model 2 performs poorly compared to the other 
models. These findings suggest that Model 1 and 

Model 4 are the most suitable options for 
forecasting maize crop yield during the kharif 
season in Udham Singh Nagar district of 
Uttarakhand. This is consistent with previous 
research by Yadav et al. [11], who                   
developed models using principal component 
analysis on weather variables for wheat yield 
forecasting.  

 

 
 

Fig. 1. Comparison of developed models in terms of R2       
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Fig. 2. Comparison of developed models in terms of RMSE 
 
The values of Adj. R2 for the models have not 
been found to be so high in comparison to the 
models developed by an application of 
discriminant function analysis Agrawal et al., [8] 
but taking into account the RMSE of the models, 
model 1 has relatively performed well and               
can be recommended for the forecast of the 
maize crop yield in Udham Singh Nagar district 
of Uttarakhand. 
 
Figs. 1 and 2 show the performance of the 
developed statistical models in terms of R2 and 
RMSE. 

 

4. CONCLUSION 
 
The Application of Principal Component Analysis 
(PCA) on weather variables significantly enhance 
crop yield prediction accuracy since PCA 
converts the set of correlated variables into non-
correlated components [12-21]. Our study 
demonstrates that, the PCA model including all 
the weighted and unweighted indices performs 
better as compare to other models. 
Consequently, the model 1 which utilizes the 
principal components of all the weighted and 
unweighted indices as regressors can be used to 
forecast the maize yield during kharif season for 
Udham Singh Nagar district of Uttarakhand. 
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