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It is necessary to build a simulation calculation model that is more in line with the

actual rural energy endowment and development needs. Prediction and analysis of

the total rural energy demand in the context of energy transition. The rural energy

demand is affected by many factors, and the traditional single model contains very

limited amount of information, which easily leads to a large deviation between the

prediction results and the actual situation, thereby reducing the prediction

accuracy. In view of this, in view of the complex and difficult to predict the

influencing factors of rural energy demand under the new economic normal,

based on the back propagation neural network-particle swarm-genetic hybrid

optimization algorithm, a total rural energy demand forecast based on energy

consumption intensity was constructed method. Firstly, select the key influencing

factors of the total rural energy demand forecast and conduct path analysis to

compare the explanation strength of the influencing factors on energy demand;

secondly, construct the energy consumption demand regression model, and

calculate the parameters based on the back propagation neural network-

particle swarm-genetic hybrid optimization algorithm. Estimation results; finally,

the scenario is given, and the regional rural energy demand forecast results are

obtained by using the regressionmodel. Empirical analysis shows that four aspects

of GDP, industrial structure, energy utilization efficiency, and rural energy

consumption are strongly correlated with the total rural energy demand. At the

same time, the prediction error of this study can reach about 1.35%, which can

predict future rural energy demand. The total amount to guide the construction of

the rural energy system.
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1 Introduction

With the aggravation of environmental pollution and energy depletion, building a clean

energy supply system has become a world trend (Xu et al., 2022), and rural areas will become

the main battlefield for clean energy development with the advantages of abundant clean

energy and sufficient space for clean energy development (Usman and Radulescu, 2022).
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Under the rural revitalization, the development and system

construction of clean energy in China’s rural areas is of great

significance to my country’s sustainable development and the

realization of environmental protection goals (Shi et al., 2021). It

can effectively improve the rural energy consumption structure

(Shao et al., 2022) and improve the backward production and

living conditions., to promote energy conservation and emission

reduction and social harmony (Li et al., 2021a).

For energy demand forecasting, traditional methods are

mainly to build equations or models to fit the coupling

relationship between economic development and energy

consumption, so as to analyze the impact of economic

development on energy demand (Li et al., 2021b), for

example: through cointegration theory and Kuznets The curve

is organically combined to analyze the complex relationship

between energy consumption and economic development (Fan

and Hao, 2020); the coupling relationship between energy

consumption and economic growth is studied through co-

integration analysis, and a VAR error correction model is

constructed to improve the analysis accuracy (Wang et al.,

2021); Correlation analysis model to determine the stable

relationship between energy consumption and economic

growth and has the characteristics of persistence (Ma and Li,

2020). Most of these studies focus on analyzing the causal

relationship between economic growth and energy

consumption to achieve energy demand forecasting. However,

it is difficult to achieve high forecasting accuracy by only

considering economic factors.

Energy demand forecasting is a complex nonlinear system.

With the help of more accurate software analysis and the

emergence of artificial intelligence models, emerging

forecasting methods have gradually replaced traditional

forecasting models. Benjamin F. Hobbs (Hobbs et al., 1998),

Coskun Hamazaceb (2007) used the neural network model to

predict the daily demand of domestic electricity, natural gas and

other energy sources and the total energy consumption of

Turkey, compared with traditional statistical analysis methods

and models. On the basis of analyzing the influencing factors of

energy consumption, Wang Jue and Bao Qin established a

wavelet neural network model to predict China’s energy

consumption demand nonlinearly with high accuracy (Jnr

et al., 2021). However, the above studies did not consider the

correlation between the influencing factors in the selection of

influencing factors, and under the complex influencing factors

and trends, the total rural energy demand forecast is difficult to

apply in practice.

Aiming at the problem that the influencing factors of rural

energy demand are complex and difficult to predict under the

new economic normal, this paper proposes a total rural energy

demand forecast method based on energy consumption intensity.

Firstly, select the key influencing factors of the total rural energy

demand forecast and conduct path analysis to compare the

explanatory power of the influencing factors to energy

demand. BP neural network-particle swarm-genetic hybrid

optimization algorithm is used to calculate the parameter

estimation results; finally, the future trends of the four aspects

of GDP, industrial structure, energy utilization efficiency, and

rural energy consumption proportion are given scenarios, and

the regression model is used. Calculate the regional rural energy

demand forecast results. This paper standardizes the calculation

process, strengthens the key influencing factors, can more

accurately predict the total energy demand in rural areas, and

provides support for the construction of rural energy system.

2 Research ideas on forecasting
method of total energy demand in
rural areas

Figure 1 shows the research thinking of the total rural energy

demand forecast method based on energy consumption intensity.

Step 1: Select the main influencing factors of the total rural energy

demand and carry out regression analysis.

Step 2: According to the regression analysis results, select the key

influencing factors of the total rural energy demand forecast and

FIGURE 1
Research thinking on forecasting method of total energy
demand in rural areas.
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conduct path analysis, and compare the explanatory strength of the

influencing factors to energy demand.

Step 3: Build a relational regression model between energy

consumption demand and GDP, industrial structure, and energy

utilization efficiency, and estimate parameters based on particle

swarm-genetic hybrid optimization algorithm.

Step 4: Scenarios are given for the future trends of GDP, industrial

structure, energy utilization efficiency, and the proportion of rural

energy consumption, and the forecast results of regional rural

energy demand are calculated using the parameter model in Step 3.

3 Prediction method of total rural
energy demand

3.1 Classification method of rural
differentiated energy scenarios

The influencing factors of energy demand include location

and transportation, economic development, and industrial

structure. Energy production includes natural resource

endowment. An evaluation standard system is constructed to

classify rural areas.

3.1.1 Location traffic as a classification criterion
Under the rural development goals, locational transportation

represents the connection between the geographical location of the

village itself and the city, which greatly affects the driving effect of

regional development, which in turn affects the regional energy

demand and growth rate. When the village is closer to the city and

the transportation is more convenient, it will be more affected by

urban radiation, which will affect its economic development and

energy demand. The city’s GDP and population size determine the

strength of a city’s influence, that is, the classification criteria for

location traffic are traffic and urban radiation influence, and the

judgment is based on the GDP, population, and the distance

between the evaluation area center and the city.

3.1.2 Economic development as a taxonomy
The economy is the main internal driving force of rural

development and is directly related to energy consumption

demand. The county per capita GDP and per capita GDP

growth rate reflect the development status and driving force of

the rural economy. It is easier to obtain data than the income

of different industries. It reflects whether there is an industry

in the rural area, which can be developed into an industrial

rural area. That is, the classification standard of economic

development is village per capita GDP and per capita GDP

growth rate.

FIGURE 2
Classification index system of rural differentiated energy scenarios.
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3.1.3 Industrial structure as a classification
criterion

There is a big difference in the energy consumption intensity of

different industries. In the energy consumption intensity, the

secondary industry > the tertiary industry > the primary

industry. Therefore, the regional energy structure is also an

important factor affecting energy demand. The secondary

industry accounts for a high proportion and the energy

demand is stronger. Therefore, the proportion of GDP of the

primary industry, the proportion of GDP of the secondary

industry, and the proportion of GDP of the tertiary industry

are used as the influencing factors of rural energy demand forecast.

3.1.4 Resource endowment as a taxonomy
Resource endowment is an influencing factor that directly

affects the construction of the energy system. As the new

power system is dominated by the development of new energy

sources such as wind power and photovoltaics, this study

focuses on solar energy, wind energy, biomass energy, and

water energy, geothermal and other energy sources are

classified as other.

As shown in Figure 2, energy demand constructs influencing

factor indicators from three aspects: location transportation,

economic development, and industrial structure, and energy

production constructs influencing factor indicators from

resource endowment to form secondary classification

influencing factors.

3.2 Introduction to path analysis methods

Path Analysis (Lu et al., 2019) is used to analyze the linear

relationship between multiple independent variables and

dependent variables. It can deal with more complex variable

relationships and is mainly used to study the direct and indirect

importance of independent variables to dependent variables. If

x1, x2, . . .xk are independent variables (influencing factors), y is

the dependent variable (energy demand), and rijis the sample

correlation coefficient between xi and xj, the normal equations

of the path coefficients are as follows:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
p1y + r12p2y +/ + r1kpky � r1y
r21p1y + p2y +/ + r2kpky � r2y

..

.

rk1p1y + rk2p2y +/ + pky � rky

(1)

Among them, piy is the direct path part, that is, the partial

correlation coefficient between xi and y, indicating the direct effect of

the independent variable xi on y; rijpjy is the indirect path,

indicating the indirect effect of xi on y through xj;∑i≠j rijpjyrepresents the sum of the indirect effects of xi on y. It

can be seen from the equation that the correlation riy between the

independent variable xi and the dependent variable y can be divided

into the direct path part piy and the indirect path part ∑i≠j rijpjy.

Because of the complexity of the energy economy, it is impossible for

the model to include all the influencing factors. In addition to the

influence of the variables already listed on the dependent variable, the

calculation formula for the path coefficient of the remaining error is:

pay �

����������
1 −∑k

i�1
piyriy

√√
(2)

3.3 BP neural network algorithm based on
particle swarm optimization and genetic
algorithm

In order to further improve the accuracy of the rural energy

demand prediction model and avoid the disadvantage of the slow

convergence speed of the Genetic Algorithm (GA) (Jiang et al., 2020),

based on the BP-GA (Huang et al., 2022) model, a Particle Swarm

optimization (PSO) with a fast convergence speed is introduced

FIGURE 3
Schematic diagram of the structure of the BP neural network
prediction model.

FIGURE 4
BP-PSO-GA algorithm flow chart.

Frontiers in Energy Research frontiersin.org04

Guilian et al. 10.3389/fenrg.2022.1021164

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1021164


(Peng and Xiang, 2020), composed a back propagation neural

network-particle swarm-genetic (BP-PSO-GA) hybrid algorithm,

which can overcome the limitations of a single algorithm and

achieve complementary advantages. The BP-PSO-GA algorithm

has a better ability to search for the optimal solution globally, and

has great advantages in fitness, convergence speed and prediction

accuracy, thereby improving the overall performance of the

algorithm.

PSO is a global random search algorithm that searches for

the optimal solution through a group of particles that

continuously adjust their position Xi and velocity Vi in

space (Zhang et al., 2018). In this process, each particle can

find an optimal solution, this solution is called the individual

extreme value, which is represented by Pbest. Share Pbest with

other particles, and take the best Pbest in the entire particle

swarm as the global optimal solution, which is called the

global extremum, and is represented by Gbest. The individual

particles in the particle swarm then adjust Xi and Vi according

to Pbest and Gbestto obtain the global optimal solution (Li et al.,

2018). Where the adjustment formulas of Xi and Vi are:

Xi+1 � Xi + Vi+1 (3)
Vi+1 � wVi + c1r1(Pbest −Xi) + c2r2(Gbest −Xi) (4)

Where Xi represents the rural energy demand, w represents the

inertia weight factor, c1 and c2 represent the learning factor,

taking the value [0, 2], r1 and r2 represent the random number,

taking the value [0, 1].

The whole process of the PSO algorithm is: particle swarm

initialization, particle fitness calculation, finding Pbest, finding

Gbest, updating Xi and Vi of particles, and outputting the final

global optimal solution.

The established BP-PSO-GA network flow steps are as

follows:

1) First determine the BP network structure. In order to

compare the prediction results with BP and GA-BP neural

network models, the BP network structure selection of this

prediction model is consistent with them, and is determined

as 6-6-1 structure. That is, the 6 parameters of loudness, AI

index, fluctuation, roughness, sharpness, and A sound

pressure level are used as 6 nodes in the input layer,

6 nodes are selected in the hidden layer, and 1 node in the

output layer is the sound quality prediction result as shown in

the Figure 3.

2) Initialize the network and initialize the particle swarm,

and determine the value of each parameter: the

chromosome length is 49, the population size is 40, the

maximum evolutionary generation is 200, the crossover

probability is 0.8, the mutation probability is 0.07, the

maximum inertia weight factor is 0.9, the minimum

inertia weight The value factor is 0.4, the learning

factor is 2.

3) By calculating the fitness function, search Pbest and Gbest, and

update the Xi and Vi of the particle swarm according to the

rules.

4) Carry out the crossover operation of the particle swarm.

Select the particle with better fitness value, according to the

set probability, use the position crossover operator and speed

crossover operator of Eqs 5, 6 to compare the speed and

position of the ith particle and the speed and position of the

jth particle. Crossover is performed, and the particles with

better fitness are put back into the particle swarm for the

next step.

TABLE 1 Basic data of statistical yearbook.

Year TEC
(10,000 tons
of
standard coal)

GDP
(100 million
yuan)

Energy
consumption
intensity
(ton of standard
coal/
10,000 yuan)

Secondary
industry
(100 million
yuan)

Tertiary
industry
(100 million
yuan)

Industry
(100 million
yuan)

Heavy industry
(100 million
yuan)

1980 710 87.06 8.16 35.68 19.43 81.45 31.97

1981 729 105.62 6.90 39.75 26.57 87.76 32.24

1982 780 117.81 6.62 42.92 30.65 95.77 35.73

2018 13131.01 35804.04 0.37 17232.36 16191.86 57732.35 28230.01

2019 13718.31 42395.00 0.32 20581.74 19217.03 63172.56 31110.46

2020 13905.19 43903.89 0.32 20328.80 20842.78 63476.68 31859.06

TABLE 2 Linear regression results.

Variable Mean Standard deviation Expected symbol

GDP 9690.73 12363.30 +

EFF 2.03 2.20 +

STR2 0.44 0.06 −

STR3 0.37 0.06 −

STR 0.0020 0.07 +
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{Xi(k + 1) � αXi(k) + (1 − α)Xj(k)
Xj(k + 1) � αXj(k) + (1 − α)Xi(k) (5)

{Vi(k + 1) � βXi(k) + (1 − β)Vj(k)
Vj(k + 1) � βXj(k) + (1 − β)Vi(k) (6)

In the formula: α and β represent random numbers between

[0, 1].

5) Carry out the mutation operation of the particle swarm.

Select the particle with poor fitness value according to the

set probability, and perform mutation operation on the

position and speed of the particle according to the position

mutation and velocity mutation operators of Eqs 7, 8

respectively, and place the mutated particle again. Back to

the particle swarm.

{Xi(k + 1) � αXi(k) + (Xi(k) −X max) · f(g), r1 ≥ 0.5
Xj(k + 1) � αXj(k) + (X min −Xi(k)) · f(g), r1 < 0.5 (7)

{Vi(k + 1) � αVi(k) + (Vi(k) − V max) · f(g), r2 ≥ 0.5
Vj(k + 1) � αVj(k) + (V min − Vi(k)) · f(g), r2 < 0.5

(8)

In the formula:f(g) � r3(1 − ei/emax), ei is the current

number of iterations, emax is the maximum number of

iterations, and r1, r2 and r3 are all random numbers between

[0, 1].

6) Update Pbest and Gbest.

7) Determine whether the PSO-GA iterative operation satisfies the

end condition, and output the optimal weight and threshold,

otherwise return to continue to initialize the population.

8) BP neural network weight threshold update.

9) Determine whether the BP neural network training has reached

the end condition, if not, return to re-adjust the weight threshold

and carry out training; if it is satisfied, the training ends. The BP-

PSO-GA algorithm flow is shown in Figure 4.

4 Establishment of rural energy
demand forecasting model

The direct influencing factors of energy consumption

demand include three aspects: GDP, industrial structure and

energy utilization efficiency (Morikawa, 2012). Establish an

energy demand forecast model:

lnTEC � α + β lnGDP +∑ γiSTRi + δEFF + ε (9)

Among them, α, β, γi, and δ are the influence coefficients,

and ε is the residual error. The change in coal consumption for

power generation (EFF) is used to represent the change in

energy utilization efficiency; STRi is a variable to measure the

change in industrial structure. Select the proportion of the

secondary industry (STR2), the proportion of the tertiary

industry (STR3), the proportion of heavy industry in the

industry (STRh), the interaction term (STR) of the

proportion of the secondary industry and the proportion of

heavy industry in the industry as the variables reflecting

changes in industrial structure. The STR calculation formula

is as follows:

STR � (STR2 × STRh)
100

(10)

The particles in the BP-PSO-GA algorithm continue to

find the optimal solution in the iterative process according to

the size of the fitness value. In this paper, the reciprocal of

the mean square error (MSE) is used as the fitness value

function:

f � 1
MSE

� ⎛⎝ 1
N

∑N
i�1
(ŷ(i) − y(i))2⎞⎠−1

(11)

Where ŷ(i) is the estimated value of energy demand, y(i) is

the actual value of energy demand, and N is the number of

samples.

TABLE 3 Path analysis results.

Independent variable Correlation coefficient
with TEC

Direct path
factor

Indirect path factor

Total By GDP By EFF By STR2 By STR3 By STR

GDP 0.9345 0.7875 0.3799 — −0.0578 0.0156 0.5842 −0.1621

EFF −0.6545 0.6079 0.6304 −0.1783 — −0.1331 0.3797 0.5621

STR2 0.1944 0.9702 0.0588 0.0425 0.0045 — 0.0876 −0.0758

STR3 0.5865 0.6370 0.5942 0.3216 0.3426 −0.0662 — −0.0038

STR 0.3765 0.7314 0.465 0.7685 −0.3622 −0.0769 0.1356 —
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5 Empirical analysis

5.1 Data selection

Based on historical data, judge the future trend of various

influencing factors, and give the change scenarios of economic

growth, industrial structure changes (the proportion of

secondary industry, the proportion of tertiary industry, the

proportion of heavy industry in industry), the improvement of

energy utilization efficiency, and the proportion of rural energy

consumption, and the relevant data value of the forecast year is

obtained.

Based on the statistical yearbook data of a certain region,

collect relevant data such as total energy demand, GDP, the

proportion of secondary industry, the proportion of tertiary

industry, and the proportion of heavy industry in industry

from 1980 to 2020 in Table 1.

Due to the different measurement units and large differences

in the quantity level of each variable. In order to ensure the

accuracy and stability of the prediction, the data are standardized.

The formula is as follows:

x′ � (xi − x min)/(x max − x min) (12)

Where x′ represents the processed data, and xmax and xmin

represent the maximum and minimum values in the xi data,

respectively.

5.2 Path analysis

Generally, path analysis is meaningful when there is a

significant correlation and regression relationship between the

explained variable and the explanatory variable. Therefore,

taking TEC as the explained variable, GDP, energy

consumption intensity (EFF), the proportion of the secondary

industry (STR2), the proportion of the tertiary industry (STR3),

the proportion of the secondary industry and the interaction

term of the proportion of heavy industry in the industry (STR) as

the explanatory variable for regression. The regression equation

is as follows:

TEC � −0.4354 + 0.6576GDP + 0.7343EFF − 0.1233STR2

− 0.7545STR3 + 0.1744STRh

(13)
The linear regression results are shown in Table 2. The R2 is

0.9937, the F statistic is 6168.73, and the overall fit of the model is

good. Therefore, it is meaningful to do the path analysis of GDP,

EFF, STR2, STR3 and STR in TEC. According to Eqs 1, 2, the

direct path coefficient of the error is:

pay �

����������
1 −∑k

i�1
piyriy

√√
� �����

1 − R2
√ � 0.1121 (14)

Through the formula, the direct path coefficient and indirect

path coefficient of each variable and dependent variable can be

calculated, as shown in Table 3. The path coefficient analysis

shows that GDP, energy consumption intensity (EFF) and the

proportion of the tertiary industry (STR3) have a greater impact

on the total energy demand (TEC), and the correlation

coefficients are 0.9345, 0.6545 and 0.5865, respectively. The

proportion of the secondary industry (STR2) and the

interaction term (STR) of the proportion of secondary

industry and the proportion of heavy industry in the industry

have relatively small effects on total energy demand (TEC), which

are 0.1944 and 0.3765, respectively.

FIGURE 5
Energy efficiency given scenario.
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TABLE 4 Analysis of training sample prediction results.

Year Actual value PSO GA BP-PSO-GA

Predictive value Error (%) Predictive value Error (%) Predictive value Error (%)

2016 12035.99 12280.32 2.03 11632.78 3.35 12205.00 1.15

2017 12554.74 12778.21 1.78 12946.45 3.12 12694.11 1.92

2018 13131.01 12832.94 2.27 13481.61 2.67 12965.27 1.26

2019 13718.31 13534.48 1.34 14339.75 4.53 13796.51 1.38

2020 13905.19 13558.95 2.49 14288.97 2.76 14114.02 1.06

FIGURE 6
Comparison of training sample prediction results.

FIGURE 7
Prediction results of total regional rural energy demand.

FIGURE 8
Forecast results of regional rural energy demand growth rate.
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5.3 Scenario given

Scenarios are given for the economic growth rate, industrial

structure, energy utilization efficiency, and the proportion of

rural energy, and the forecast results of the total rural energy

consumption are calculated.

5.3.1 Economic growth rate
There are three scenarios for future economic growth:

1) The first scenario is the low growth scenario. The

economic growth rates for the three periods of 2021–2025,

2026–2030, and 2031–2050 are set to be 5.0%, 4.0%, and

2.5%, respectively.

2) The second scenario is the baseline scenario. The

economic growth rates for the three periods of 2021–2025,

2026–2030, and 2031–2050 are set to be 5.5%, 4.5%, and

3.0%, respectively.

3) The third scenario is the high-growth scenario. The

economic growth rates for the three periods of 2021–2025,

2026–2030, and 2031–2050 are set to be 6.0%, 5.0%, and

3.5%, respectively.

5.3.2 Industrial structure
In general, China’s industrial process has entered the late

stage. The continuous rise of the proportion of the tertiary

industry and the continuous decline of the proportion of the

primary and secondary industries are the characteristics of the

industrial structure. It is assumed that the proportion of the

tertiary industry will increase from 47.5% in 2020 to 54.7% in

2030, and then to 65.0% in 2050; the proportion of the

secondary industry will decrease from 46.3% in 2020 to

37.6% in 2030, and then to 30.5% in 2050; the proportion of

primary industry will drop from 6.2% in 2020 to 5.5% in 2030,

and then to 4.5% in 2050; the proportion of the total output

value of the regional heavy industry in the total industrial

output value will remain at around 50% by 2030, and will

gradually decrease to 45% by 2050.

5.3.3 Energy utilization efficiency
In the past, the space for energy resources and ecological

environment was relatively large. Now the environmental

bearing capacity has reached or approached the upper

limit. The green and low-carbon cycle development of the

economy has become a new requirement, and the cost of

energy use will further increase. This has more incentives for

the improvement of energy efficiency. In this paper, the coal

consumption of power generation is used to represent the

energy utilization efficiency, and the autoregressive value of

this time series is used as a given scenario to represent the

future trend of energy utilization efficiency improvement, as

shown in Figure 5.

5.3.4 Proportion of rural energy consumption
In 2020, regional rural energy consumption accounts for 50%

of the total. With the accelerated development of rural

urbanization and the gradual expansion of the tide of

returning home from cities, the development of modern rural

industries will change with each passing day. It is estimated that

by 2025, the proportion of rural energy consumption will reach

53% of the province’s total energy consumption, 57% by 2030,

and 65% by 2050, and the urban-rural equalization will reach a

sustainable level.

5.4 Total rural energy consumption
forecast

The algorithm was written and tested in MATLAB

R2014a, and the standardized data of influencing

factors and total energy consumption from 1980 to

2015 were used as model input. Combined with the

previous research and trial and error results, the

parameters of the model are set as: particle swarm size

pop_size = 200, maximum number of iterations

max_gen =500, max_k = 50, M = 50, learning factor C1 =

C2 = 2.1, inertia weight x � 2/|2 − φ − �������
φ2 − 4φ

√ |, where φ =

C1+C2, mutation probability Pm = 0.1, hybridization

probability Pc = 0.8, upper limit of independent variable

a = -10, lower limit b = 10. After testing, the results of the

energy demand model are as follows:

TEC � −0.4354 + 0.6576GDP + 0.7343EFF − 0.1233STR2

− 0.7545STR3 + 0.1744STRh

(15)
In the fitting stage, the mean absolute error (MAE) of the

model is 1.3503%, which is ideal. In order to further test the

effectiveness of the improved model, the data from 2016 to

2020 was used as the test sample for prediction and

estimation, and the predicted values predicted by the PSO

algorithm, the GA algorithm and the BP-PSO-GA algorithm

were compared with the actual values, as shown in Table 4;

Figure 6.

From the prediction results, it can be found that the

average absolute error of prediction using the PSO

algorithm is 1.98%, the average absolute error of using the

GA algorithm is 3.29%, and the average absolute error of using

the BP-PSO-GA algorithm is 1.35%. It can be seen that the

improved BP-PSO-GA algorithm has higher prediction

accuracy.

Based on the scenarios given in the previous section, the

predicted results of regional rural energy demand are shown in

Figures 7, 8.
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6 Conclusion

This paper proposes a forecasting method of total rural

energy demand based on energy consumption intensity. First,

select the key influencing factors of the total rural energy

demand forecast and conduct path analysis to compare the

explanatory power of the influencing factors to energy

demand; Then, the parameter estimation results are

calculated based on the BP-PSO-GA algorithm; finally, the

scenario is given, and the regional rural energy demand

forecast results are calculated by using the

regression model. Through the simulation and

verification of actual examples, the following conclusions

are drawn:

I. From the perspective of the forecast model structure,

economic growth is the main factor of energy consumption,

and China’s energy demand will still experience a period of high

growth.

II. The prediction error of this study can reach about

1.35%, which is better than using the PSO and GA algorithms

alone. It can more accurately predict the future total rural

energy demand and guide the construction of the rural energy

system.

III. This study standardizes the calculation process,

strengthens the key influencing factors, can more accurately

predict the total energy demand in rural areas, and provides

support for the construction of rural energy systems.
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