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Abstract
The size measurement of nanoparticles contributes to the understanding of their properties and,
thus, to the assessment of the risks they pose to health and the environment. For such
measurements to be comparable and legally recognized, they must be traceable to the SI unit
meter. Recently, interest in traceable measurements of polystyrene particles with sizes up to
500 nm has aroused, e.g. in the aerosol community. To meet this demand, we adapted an
established method to traceably measure nanoparticles with high precision in the transmission
mode of a scanning electron microscope (STEM-in-SEM or TSEM). Since this method was
geared towards smaller particles, we adapted it at two points: New simulations with the program
Geant4SEM allow a more accurate modelling, especially of the inelastical scattering processes.
In addition, the image evaluation procedure was revised to account for the non-linear signal
response at the particle boundary. The measured values obtained in this manner show good
agreement with the values of two international intercomparisons.

Keywords: nanoparticle, nanoparticle size, STEM-in-SEM, TSEM, Monte Carlo simulation,
Geant4SEM, Geant4

(Some figures may appear in colour only in the online journal)

1. Introduction

The field of nanotechnology demands quantitative assess-
ment procedures of the features of nanoparticles. The char-
acterization of mechanical and chemical material properties
in conjunction with geometrical properties such as size and

∗
Author to whom any correspondence should be addressed.

Original Content from this work may be used under the
terms of the Creative Commons Attribution 4.0 licence. Any

further distribution of this work must maintain attribution to the author(s) and
the title of the work, journal citation and DOI.

shape is relevant in particular for security reasons concern-
ing health care [1], food safety, environmental issues such
as pollution [2], and alike. In 2018, Warheit provided an
overview [3] of projects and activities to understand the
potential hazards associated with exposure to new materials,
whether in medical, cosmetic or industrial applications. In
2017, Rauscher et al have published a survey on the Regu-
latory Aspects of Nanomaterials in the European Union [4].
Diverse research efforts are ongoing [5–8], in particular met-
rological strategies to quantify properties traced to the SI units,
since such measurements are mandatory for measurements
related to the EU definition of nanomaterials [9] and thus
often accomplished by national metrology institutes [10–12]
which conduct international comparisons to validate their
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methods [13–15]. One goal of the metrological determination
of size distributions of nanoparticles is to provide physical
measurement standards to characterize particle measurement
instruments.

To meet this demand we have developed a traceable meas-
urement method for nanoparticles with sizes up to 200 nm
already some time ago based on scanning electron micro-
scopy in transmission mode (STEM-in-SEM or TESM) and
an automated image analysis using the results of Monte Carlo
simulations [10]. Its high accuracy could be demonstrated by
participating in two international intercomparisons [13, 15].
The method is also used to provide the traceability for the
measurements of the working group ‘Aerosol and Particle
Measurements’ of the German metrology institute PTB [16]
which aims to make aerosol measurements more comparable
[17], especially for the automotive industry [18], e.g. by per-
forming type approval tests for particle number counters. To
this end, a calibration facility for reference particle number
counters has been developed, which involves a differential
mobility analyser (DMA) to measure the counting efficiency
and linearity related to electrical mobility diameters. The
traceability route for DMAs is described in ISO 15900:2020,
which demands for size measurement of reference nano-
particles with uncertainties below 5% [19].

Thus, there is a demand for traceable size measurements
of larger polystyrene particles, which are particularly pop-
ular in the aerosol community. Larger polystyrene particles
pose a number of challenges compared to metal or smal-
ler polystyrene particles, which will be discussed in the
course of this paper. Eventually, these challenges can be over-
come by enhanced Monte Carlo simulations that take into
account individual inelastic scattering events and by a revised
image analysis routine tailored to the properties of large latex
particles.

In the next section, the measurement method and instru-
mentation, which remains the same as detailed in [10] and
[20], is summarized and the aspect of calibrating the scanning
field of the SEM, i.e. its pixel size, is pointed out. Section 3
explains the physical model used for the new Monte Carlo
simulation. In section 4 the modified version of the image ana-
lysis routine, that is used to determine the diameter of spherical
nanoparticles, is presented. Finally, the results of the proposed
method are presented and discussed in section 5.

2. Measurement method

The signal of the bright field detector of a scanning electron
microscope operated in transmission mode was used to image
the nanoparticles [10]. The present work addresses spherical
nanoparticles, in particular polystyrene particles, in the size
range of 200 nm–500 nm, which have not been considered
before. They are produced ‘bottom up’ by wet chemical syn-
thesis, and are usually delivered in liquid suspension. The
samples were prepared by depositing the particles on typical
TEM grids, which consist of a thin carbon film supported by a
nickel or copper grid, a process that is described in more detail
in section 2.3 of [10].

A Zeiss LEO Supra 35VP scanning electron microscope
was operated in the transmission mode with an electron beam
energy of 30keV. The beam spot size (Airy disk diameter) was
estimated to be approximately in the range of 3 nm–6 nm (full
width at half maximum, FWHM) at its focal plane. The diver-
gence was estimated to be a half-cone angle of approximately
5.3mrad.

The transmission detector consists of five solid-state elec-
tron detectors, four of which are used as dark field detectors.
The bright field detector is mounted beneath a square aperture
with an edge length of 140µm corresponding to an average
aperture of 16mrad if the distance between the sample and
the bright field detector is adjusted to 5mm. This distance was
used for all measurements presented in this article.

To realize traceability, the lateral scales defining the pixel
size for each planar axis and their deviations from scan linear-
ity have been characterized by measuring calibrated grids as
physical measurement standards. Klein et al [10, 21] describe
the details of the measurement process and the contributions to
the overall measurement uncertainty. Edge distortions of the
scanning system were avoided by omitting sufficiently large
regions at the turning points. The physical measurement stand-
ards were calibrated at PTB using a laser diffractometer sim-
ilar to the procedure described in [22].

The gray-scale values stored as tif images are proportional
to the transmission yield values and do not need to be calib-
rated for the subsequent processing method.

3. Monte Carlo simulation using Geant4SEM

In 2018, Walker et al [23] investigated and compared vari-
ous simulation programs. They revealed that the transmission
signal obtained by Monte Carlo programs using the so-called
continuous slowing down approximation (CSDA) for inelastic
scattering resembles a model without any inelastic processes.
In CSDA, the energy loss of the primary electrons is determ-
ined for a given path, but the angular deflection due to inelastic
scattering processes is neglected. The Monte Carlo software
which we have used up to now, MCSEM, also utilizes this
rather simple inelastic model [10]. Therefore, we implemented
a more realistic model for electron scattering using the power-
ful open-source Monte Carlo framework Geant4 [24], which
already has been used for similar purposes [25].

Geant4 has been developed by a large consortium origin-
ating from high-energy physics, and has thus been designed to
simulate high-energy projectile particles propagating through
large or even huge macroscopic components of material. Con-
sequently, modelling discrete scattering events would con-
sume too much computation time and is thus avoided by
so-called condensed history approaches [26]. Although some
recent work to overcome this shortcoming has been carried
out in the framework of the Geant4-DNA project [27], we
decided to go for a home-made solution called Geant4SEM
implementing discrete single scattering processes.

The simulation of the electron microscope uses a beam
width of 5nm (FWHM), a divergence angle of the beam
of 5.3mrad and a primary electron energy of 30keV. The
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detection system was simulated with a distance of 5mm
between the nanoparticles and the sensitive rectangular detec-
tion area of 140µm× 140µm.

The nanoparticles are modelled as homogeneous solids
with discrete point-like scatter centres, which are randomly
distributed, neglecting any molecular or crystalline structures
(jellium model). The trajectory of a probe electron is built as a
sequence of straight path segments and vertices, where the ver-
tices represent the positions of the scatter events. The specific
length s of a path is calculated as a function of a uniformly
distributed random number R ∈ [0,1) and the mean free
path λ

s=−λ log(R). (1)

In each step, the potential elastic and inelastic path lengths for
each chemical element present in the compound are determ-
ined using independent random numbers R. Subsequently,
the scattering event with the shortest individual path length
is chosen and modelled, and the differential cross-section of
the actual interaction type is used to determine the change in
propagation direction as well as the energy loss Eloss of the
probe electron in the case of inelastic scattering.

The (double) differential cross-sections represent the prob-
ability density distributions p

elastic : p(θ)∝ dσ
dΩ

(2)

inelastic : p(Eloss,q(θ))∝
dσ

dEloss dq(θ)
(3)

with the solid angle dΩ= sin(θ)dθdφ, and θ = arccos(ein ·
eout), where e is the unity vector of the momentum directions
of the probe electron, and q is the magnitude of the momentum
transfer. Therefore, θ denotes the polar angle of the out-
going momentum with respect to the incoming momentum.
The angle φ ∈ [0,2π) is the uniformly distributed azimuth
angle. Probability density distributions are normalized:´
p(x)dx= 1.
The total and differential cross-sections of the elastic scat-

tering processes were evaluated using ELSEPA [28] with
finite-sized muffin tin radii to account for solids in contrast to
free atoms. The mean free path of elastic interactions depends
on the total cross-section and density of the atomic nuc-
lei of a chemical element. Polysterene is modelled as C8H8

with muffin tin radii rMT = 0.077nm for carbon and rMT =
0.037nm for hydrogen. For the simulation, the value of the
density ρ of polystyrene is set to ρ= 1.05 g

cm3 .

3.1. Model of inelastic scattering

The probability distribution of the energy loss Eloss is the mar-
ginal distribution p(Eloss) =

´
p(Eloss,q(θ)) dq. The energy

loss is determined according to a uniformly distributed ran-
dom number R ∈ [0,1) with

Eloss = P−1
E (R) (4)

where P−1
E is the inverse function of PE and PE is the cumulat-

ive function of p(Eloss). Accordingly, in the case of inelastic
scattering for a given Eloss, the polar angle θ is determined by
dicing a random number R ∈ [0,1)

θ = P−1
θ (R) (5)

where Pθ is the cumulative function of p(θ), resp.
p(Eloss,q(θ)).

The model of inelastic scattering is far more detailed than
the continuous slowing-down approximation, treating single
scatter events with appropriate angular deflections. However,
it is still considerably simplified compared to the full dielec-
tric function theory approaches and ab initio density func-
tional theory for calculating excitations. It phenomenologic-
ally considers excitations as oscillators. Plasmon oscillations
are expressed as in equation (7) in [29], and excitations of shell
electrons are modelled as oscillators with characteristic reson-
ances at energies Ei with peak widths γi that are related to their
relaxation times, approximating equation (1a) of [30].

The mean free path λinel is the inverse of the scatter
rate τ : λinel =

1
τ . The rate of inelastic scattering events is

determined by

τ =

Eloss,maxˆ

Eloss,min

dσ
dEloss

dEloss. (6)

The energy loss is determined using its probability density
distribution p(Eloss), which is proportional to the differential
cross-section:

dσ
dEloss

=

q+ˆ

q−

dσ
dqdEloss

dq (7)

with

q± =
√
2
(√

Ekin ±
√
Ekin −Eloss

)
(8)

and with the double differential cross-section being modelled
as

dσ
dqdEloss

=
1

πa0Ekinq

n∑
i=1

Ai Eloss γi,q(
E2
i,q − E2

loss

)2
+(Eloss γi,q)

2

(9)

where a0 is the Bohr radius and Ai are weights for relative peak
heights. The peak widths γi,q and resonance energies Ei,q are
modelled as

γi,q = γi + c0q+ c1q
2 (10)

and

Ei,q = Ei + c2q+ c3q
2, (11)

respectively.
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Table 1. Parameters of equations (10) and (11) for polystyrene.

c0 c1 c2 c3

20 250 0 0.5

Table 2. Parameters of equation (9) for polystyrene with three
resonances (n= 3).

i Ei (eV) γi (eV) Ai

1 7 1.5 3
2 22 9 260
3 300 100 50

The angle θ between the directions of a probe electron
before and after an inelastic scattering process is derived from
the double differential cross-section, as shown in equation (9),
using

q =

√
4Ekin − 2Eloss − 4

√
Ekin

√
Ekin −Eloss cos(θ). (12)

The parameters for polystyrene, with three resonances
(n= 3), were obtained by fitting them in a way that data from
literature could be approximately reproduced: figures 2, 3, 6,
and table I of [31], as well as figure 1 in [32], and in particular
the K-shell excitation at E3 = 300eV in figure 1 of [33]. The
values of all the parameters are listed in tables 1 and 2.

The simulation was performed using the tracking and
stepping engine of Geant4. The electron scattering model
was implemented in two different concrete classes for elastic
and inelastic scattering which were derived from the abstract
Geant4 class G4VDiscreteProcess to realize single scat-
tering events. The nanoparticle and the bright field trans-
mission detector were included as a derived class from the
abstract Geant4 class G4VUserDetectorConstruction.
The probe electron beam was simulated with a con-
crete class derived from the abstract Geant4 class
G4VUserPrimaryGeneratorAction.

4. Image analysis

A large number of particles is required to obtain statistically
reliable results. We have developed a software that automat-
ically analyses bright-field STEM-in-SEM images to process
several thousand particles as detailed in section 4 of [10].
Figure 1 shows an example of a micrograph of a sample of
spherical polystyrene nanoparticles with a nominal size of
500 nm. Several hundred micrographs were acquired to col-
lect sufficient particles for statistical analysis.

The software was written in Matlab [34], incorporating
routines from ImageJ [35]. The micrographs are preprocessed
before an individual analysis of each particle is performed. A
global threshold value according to Otsu [36] is used to provi-
sionally segment the background and foreground pixels. After-
wards, ‘objects’ which could potentially be particles are loc-
ated and subsequently individually treated to determine their
size, as described in the following subsections. After this treat-
ment, artifacts originating e.g. from inhomogeneous carbon

Figure 1. One of several hundred STEM-in-SEM bright field
micrographs of a sample of spherical polystyrene nanoparticles with
a nominal size of 500 nm.

films or drying residues are distinguished from particles based
on their size and circularity.

4.1. Thresholding

While Gontard et al [37] used a regular grid of sub-images
with local thresholds per sub-image and noise reduction, we
process each particle with its individual gray value threshold
at the boundary gbd dependent not only on the specific micro-
scope settings but also on the size of the particle and its
material [10].

gbd =
Sbd − S0
S1 − S0︸ ︷︷ ︸
=: trel

(g1 − g0) + g0 (13)

Sbd is the simulated transmission yield at the particle bound-
ary, S1 is the simulated transmission yield on the support film,
and S0 is the simulated transmission yield on the pole of the
particle, that is the minimum intensity at the centre of the
particle because the images are bright-field signals. Accord-
ingly, g1 and g0 are the gray values of the support film and
at the centre of the particle, respectively. The ratio trel is the
relative threshold.

The principal idea of our procedure to determine the dia-
meter of spherical nanoparticles is to be independent of any
calibration of the gray-scale of the bright field detector signal
and to be independent of the knowledge of the characteristics
of the support film. This works out because the ratio of the gray
value differences in themeasurement is equal to the ratio of the
simulated differences in the transmission yield. Equation (13)
can be rewritten as follows, illustrating this clearly

trel =
Sbd − S0
S1 − S0

=
gbd − g0
g1 − g0

. (14)

The size of each particle is determined by counting the
number of pixels m below a certain threshold gthr = gbd. The
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Figure 2. Using the threshold value at the particle boundary
(Sthr = Sbd) is valid if the transmission yield signal is linear in the
vicinity of the boundary as is shown here for a polystyrene particle
of dbd = 16nm.

subscript ‘thr’ denotes ‘threshold’ and ‘bd’ denotes ‘bound-
ary’. Each pixel has a rectangular area a= px py, which is the
product of the pixel sizes px and py in the x- and y-direction,
respectively, which were calibrated using the two-dimensional
grid standard mentioned previously. The bright-field image
delivers a projection of the sphere, that is a circular disk with
varying gray values. We approximate the area of the projec-
tion of one particle i by the total area Ai of all the pixels
with gray values below the threshold gthr,i assigned to the ith
particle. The indices i are the identifying enumeration indices
for the particles i = 1, . . . ,N where N is the number of meas-
ured particles. With mi being the number of pixels with gray
values below gthr,i the area is

Ai = ami. (15)

The diameter of the single particle under consideration, which
is assumed to be spherical, is derived from area Ai as

di = 2

√
Ai
π
. (16)

In case of particles like silver or gold with relative yields
trel =

Sbd−S0
S1−S0

in the range of 0.5–0.7, the threshold value is
chosen to be the boundary gray value gthr = gbd and is cal-
culated iteratively because it depends on the size of the
particle [10]. The final size of the particle is subsequently
determined in a linearly interpolated image to achieve sub-
pixel accuracy. This approach is valid if the signal profile in
the vicinity of at least two pixels around gbd is linear, as shown
in figure 2.

However, polystyrene is a low-density and low-atomic-
number material, and thus the transmission yield rises rapidly
at the vicinity of the particle’s boundary and reaches values
close to one. Figure 3 shows that the slope of the transmis-
sion yield changes drastically within a pixel, and thus, the
prerequisite of a linear variation of gray values along neigh-
bouring pixels is no longer fulfilled. This especially affects the

Figure 3. For this polystyrene particle with dbd = 300nm, using
Sthr = Sbd would lead to an overestimation of its size due to the
linear interpolation (red) between pixels (blue) with finite pixel
resolution despite the curvature of the yield curve (black) at the
particle boundary.

measurement of larger particles, for which larger pixel sizes
are chosen, making the interpolation prone to errors.

To overcome these problems, a fixed relative threshold trel
is chosen to determine a preliminary value that is subsequently
adjusted to obtain the final particle size.

This approach also solves another issue, which is par-
ticularly pronounced for large particles. Surfactants that are
needed to stabilize the suspension of particles in liquid tend
to concentrate in the cavity underneath the spherical particles
during sample preparation and drying. Thus, the larger the
particle, the more surfactant, and the lighter the particles the
greater its impact, especially close to the particle’s boundary,
which hinders the distinction of background and foreground
pixels.

4.2. Determination of diameter based on simulation

For the polystyrene particles, we chose a relative threshold of
trel = 0.6, and consequently, a threshold gray value of

gthr = 0.6(g1 − g0)+ g0 (17)

which leads to smaller particle areas, requiring a subsequent
adjustment of the size with the aid of the simulated yield
values. The simulation effort is comparable to that of the
established approach, and the analysis effort for thousands of
particles is even smaller because the iteration over the size is
no longer needed. After a size is determined by applying gthr to
obtain a preliminary area and thus a preliminary diameter, the
size adjustment is looked up from tabulated values obtained
by simulation.

The diameter drel derived from the area covered by the
pixels below

Sthr = 0.6(S1 − S0)+ S0 (18)

is compared with the ‘real’ diameter of the sphere dbd. The
differences ∆ = dbd − drel are tabulated as a function of drel.
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Figure 4. The transmission yield along the meridian of a
polystyrene sphere with dbd = 300nm is shown as an example. At
the constant threshold Sthr = 0.6(S1 − S0)+ S0 a diameter
d0.6 = 2x0.6 = 294.3nm is determined to be tabulated together with
the adjustment term ∆= dbd − d0.6 = 5.7nm.

Figure 4 shows the idea behind the method to determine the
diameter drel for a fixed predefined relative threshold of trel =
0.6. Each entry pair (d0.6,∆) of the lookup table is obtained
by simulating the transmission yield function S which defines
the transmission yield dependent on the lateral position x, with
the origin x= 0 at the pole

S : x 7→ S(x) (19)

and a segment along the meridian of a sphere of specified dia-
meter dbd, that lies in the vicinity of the 60%.

During simulation, the support film is neglected such that
S1 = 1 which is equivalent to the common assumption of a
homogenous support film. The simulated transmission yield
value of a sphere centred at x= 0 at the pole is S0 = S(0).

Position xrel is evaluated by the inverse function of the
transmission yield distributions along the positive part of the
meridian in the vicinity of 60%:

xrel = S−1(Sthr) = S−1 (trel(1− S0)+ S0) . (20)

The discrete positions of the simulated pairs of values
(S−1(Sthr),xrel) are interpolated using a cubic spline. As an
example, figure 5 shows the inverse function of equation (20)
in the vicinity of the 60% being interpolated by a cubic spline
to determine x0.6 = S−1(Sthr), with S0 = 0.0756 such that
Sthr = 0.6303 and finally x0.6 = 147.15nm= S−1(0.6303),
i.e. the preliminary diameter is drel = d0.6 = 2 · 147.15nm=
294.3nm.

The lookup table contains the values of drel = 2xrel and the
corresponding ∆. It is used to adjust the value drel of each
particle to obtain the sphere diameter dbd. The resolution of
the table is chosen in a way that allows for linear interpolation
between the sampling points.

Figure 5. Inverse function of the transmission yield distribution
along the positive part of the meridian of a polystyrene sphere in the
vicinity of the constant threshold of 60%.

5. Results and discussion

Polysterene particles of nominally 500 nm, 300 nm and
200 nm, called PSL500, PSL300 and PSL200, respectively,
were measured and evaluated using the revised method
described previously. Table 3 shows the measurement results,
together with the reference values and En values, which will
be introduced shortly. Figure 6 depicts the deviation from the
reference value in comparison to the uncertainty while the size
distributions of all three samples are shown in figure 7.

The sample PSL500with polystyrene particles of a nominal
size of 500 nm was produced by Thermo Fisher Scientific as
‘nanosphere size standard 3500A’. The manufacturer states a
mean diameter of 510nm± 7nm, [38] in accordance with our
result of 512 nm. The histogram in figure 7 reveals the pres-
ence of a few particles that are considerably smaller, which
holds for all the samples.

The samples PSL300 and PSL200 were chosen because
they have already been measured in the framework of two
interlaboratory comparisons and thus reliable information
regarding their properties is available. The sample PSL300
was investigated during the APMP.L-S5 Supplementary Com-
parison on Nanoparticle Size, where it has been named P5
[15]. It wasmanufactured by the JSRCooperation. The sample
PSL200 was produced by Thermo Fisher Scientific (at that
time Duke Scientific) as ‘nanosphere size standard 3200A’.
It was chosen as one sample in the pilot study which was car-
ried out by the consortium of the European project ‘Traceable
measurement of nanoparticle size’ [13].

In the two interlaboratory comparisons, nanoparticles were
studied by a large number of metrology institutes using
ensemble methods such as dynamic light scattering, differ-
ential mobility analysis, and small-angle x-ray scattering, as
well as methods for analysing single particles (from approxim-
ately one hundred to some thousands in the case of STEM-in-
SEM): besides STEM-in-SEM, traditional scanning electron
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Table 3. Measurement results for polystyrene particles with sizes between 200 nm and 500 nm using the revised method show good
agreement with reference values and small En values.

Reference values Revised method Established method

dr (nm) Ur (nm) Reference d (nm) U (nm) Pixel size (nm) En dest (nm) En

510 7 [38] 512 12 23.0 0.13 not evaluated
305.73 1.18 [15] 306.9 7.2 19.1 0.16 not reported
197.68 4.54 [13] 197.0 4.1 4.5 0.11 201.0 0.37

Figure 6. Deviation from reference diameter dr in comparison to the uncertainties of both the reference diameter and the measurement
result.

Figure 7. Size distributions of PSL200 (a), PSL300 (b) and PSL500 (c).
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microscopy using the secondary electron signal (SEM), trans-
mission electron microscopy (TEM), and atomic force micro-
scopy have been used.

The international comparisons confirmed a good consist-
ency of the results achieved with our established method for
particles with sizes up to 200 nm. Although we also took
STEM-in-SEMmicrographs of PSL300, we did not report any
value because of the apparent issues discussed in this paper,
which had not been resolved at that time.

The data contributed by the large number of metrology
institutes and the various measurement and analysis methods
for the international comparisons were compared using t-tests
that are formulated as En-tests. The t-test compares the mean
values d̄1 and d̄2 of two samples by weighting their difference
with the Pythagorean sum

√
s̄1 + s̄2 of the standard deviations

of the means s̄1 and s̄2. To avoid issues with the question of
the number of degrees of freedom to determine a common
quantile t (in metrology referred to as expansion factor k), the
test quantity is redefined such that the quantile t is included
in the standard deviations of the means. The standard devi-
ation of the mean s̄l of each of n participating laboratories
l= 1, . . . ,n is replaced by the expanded uncertainty Ul = t̄sl.
For an interlaboratory test, sample 1 is each of the participants’
results l= 1, . . . ,n and sample 2 is a reference r with d̄l, d̄r,Ul,
and Ur.

The hypothesis that d̄l and d̄r agree is accepted if

| d̄l− d̄r |√
s̄l+ s̄r

< t ⇒ En =
| d̄l− d̄r |√
Ul+Ur

< 1. (21)

Furthermore, in the absence of a reference value that is
superior to any other value of the participating laboratories,
Cox [39] has modified the test quantity by using the weighted
sum of all values d̄l under test as the reference d̄r, dependent
on all d̄l and all uncertainties Ul = tul. The uncertainty of the
reference Ur = tur is obtained by summing the inverse (even-
tually expanded) uncertainties

ur =

(
n∑
l=1

1
u2l

)− 1
2

(22)

d̄r =
n∑
l=1

wl d̄l with wl =
u2r
u2l

. (23)

The test quantity [39] then changes to

En =
| d̄l− d̄r |√
Ul−Ur

< 1. (24)

The test quantity for the newly evaluated results is inde-
pendent of d̄r of the reference, such that the En used to assess
the new results is that of equation (21).

The En values shown in table 3 were calculated using the
original reference values of the intercomparisons that were
unaffected by our new results. Nevertheless, the achieved En

values are unexpectedly small, with values in the order of 0.1.
This indicates a very good agreement between the measure-
ment results of the revised method and the original reference

values also in the cases of larger particles that could not be
correctly measured using the established method. On the other
hand, even for the smallest sample PSL200, the agreement is
better (and thus the En value is smaller) compared to result of
the established method.

A re-evaluation of the micrographs of the smaller particles
with sizes down to 30 nm used in the intercomparisons
with the revised method revealed only slight changes in
the results, which are thus compliant with both the results
of the established method and the reference values of the
intercomparisons.

Such small En values, as listed in table 3, generally raise
the question whether the corresponding uncertainties could
have been overestimated. However, while the uncertainties of
approximately 2.5% effortlessly satisfy the requirement for
DMA calibration as defined by ISO 15900:2020 [19] and dis-
cussed in the Introduction, they lie in the same range as those
of the established method. The smaller En values result from
better agreement with the reference value and not from sig-
nificantly enlarged uncertainties. In addition, the uncertainties
for the large particles are hardly larger than half a pixel size,
so their further reduction seems questionable.

Although this method has been developed for reference
materials which typically have smooth surfaces, we expect that
it will also be advantageous for the measurement of particles
from environmental samples, which often have rough surface
structures due to attached organic and chemical substances. On
the one hand, the TSEM signal is less disturbed by these sub-
stances compared to secondary electron signals. On the other
hand, the evaluation of the particle size at a fixed threshold
‘inside’ the particle makes the method robust to disturbances
at the particle boundary.

6. Conclusion and outlook

By introducing two enhancements to our established method
for highly accurate, traceable size measurement of nano-
particles, its applicability could be extended to larger particles
with sizes of up to 500 nm, which are of low density, such
as polystyrene. On the one hand, the Monte Carlo simula-
tion of the image formation process has been complemented
with a model for individual inelastic scattering events includ-
ing angular deflection. On the other hand, the image analysis
process has been revised in order to address particles with non-
linear signal profiles close to their boundary. To this end, a pre-
liminary size is determined at the linear portion of the signal
profile, followed by an adjustment of the size based on the sim-
ulation results. The measurement results of the revised method
agree with reference values from two intercomparisons, while
at the same time expanding the applicability to larger particles
and providing even more accurate results in the intermediate
size range.

While we only tested the revised method for particles
with sizes up to 500 nm, we are confident that it will also
work for even larger particles as long as the larger pixel
sizes will be considered, e.g. in the determination of meas-
urement uncertainty. We anticipate that the revised method,
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especially the enhanced simulations, may also lead to accurate
thickness measurements, which have been shown to depend
on the choice of the physical model used in the simulation
[40]. Since STEM-in-SEM measurements of spherical nan-
oparticles spanning the size range of up to 500 nm are now
possible, the next step would be traceable measurements of
non-spherical nanoparticles.
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